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1. Robust least-squares with interval coefficient matrix: An interval matrix in Rm×n is a matrix
whose entries are intervals:

A = {A ∈ Rm×n|Aij − Āij | ≤ Rij , i = 1, · · · ,m, j = 1, · · · , n}.

The matrix Ā ∈ Rm×n is called the nominal value or center value, and R ⊂ Rm×n, which
is element-wise nonnegative, is called the radius. The robust least-squares problem, with
interval matrix, is

minimize supA∈A‖Ax− b‖2,

with optimization variable x ∈ Rn. The problem data are A (i.e., Ā and R) and b ∈ Rm. The
objective, as a function of x, is called the worst-case residual norm. The robust least-squares
problem is evidently a convex optimization problem.

(a) Formulate the interval matrix robust least-squares problem as a standard optimization
problem, e.g., a QP, SOCP, or SDP. You can introduce new variables if needed. Your
reformulation should have a number of variables and constraints that grows linearly with
m and n, and not exponentially.

(b) Consider an over-determined specific problem instance with m = 10, n = 5, with A
generated in Matlab as Ā=round(10*rand(10,5)), b=round(5*rand(10,1)) . The
matrix R should be chosen in such a way that the uncertainty in each entry of A is ±0.1.
Find the solution xls of the nominal problem (i.e., minimize ‖Āx − b‖2), and robust
least-squares solution xrls. For each of these, find the nominal residual norm, and also
the worst-case residual norm. You need to use CV X for this problem.

2. Assume the set A in problem 1 is given by Ā+ U , where ‖U‖2 ≤ 0.1. Find the robust least
squares solution with the same problem data as before. Find the worst case residual norm.

3. Problem 8.9 and 8.20 from the text

4. State and solve the optimality conditions for the problem

minimize log det

[
X1 X2

XT
2 X3

]−1
subject to

tr X1 = α

tr X2 = β

tr X3 = γ



The optimization variable is X =

[
X1 X2

XT
2 X3

]
with X1 ∈ Sn, X2 ∈ Rn×n, X3 ∈ Sn. The domain of the objective function is S2n++. We
assume α > 0, and αγ > β2.
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