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Convergence Analysis and Iteration Estimation for a
Coupled Design Process With Overlap in Redesign

Zheng Wang and Christopher L. Magee

Abstract—In Smith and Eppinger’s pioneering research on cou-
pled design processes, the dynamics of design iterations is modeled
by a linear model, which implies that there is no overlap between
redesign work and allows redesign workload to be more than the
original design workload. Actually, this overlap often exists in prac-
tice and, therefore, reduces the total redesign workload. In this pa-
per, we propose a nonlinear model for a coupled design process with
overlap between redesign work and ensure that redesign workload
is less than the original design workload. Based on the model, the
sufficiency condition for the convergence of such a design process
is proposed. A heuristic rule is also given to reduce the possibility
of considering a design process that converges as one that does
not converge. Furthermore, we develop a sufficiency condition for
estimating the number of design iterations before converging as
such an estimate is important for planning product development
projects. Another heuristic rule is also introduced to increase the
accuracy of estimating design iterations. Finally, numerical exper-
iments are conducted to examine the correctness and performance
of the proposed sufficiency conditions and heuristic rules.

Index Terms—Coupled design process, design iteration, design
structure matrix (DSM), Lyapunov stability.

1. INTRODUCTION
A. Motivation

OUPLING or interdependence usually exists in the de-
C sign of products. For example, in an aircraft design pro-
cess [1], the structure design, the aerodynamics design, and the
propulsion design are coupled with each other (see Fig. 1). The
aerodynamics design receives two design parameters from the
structure design, i.e., total weight wr and effective wing arc
change due to twist O, and receives one design parameter from
the propulsion design, i.e., engine scale factor (ESF); mean-
while, it outputs the lift L to the structure design and the drag
D to the propulsion design. Another example is the coupling
between the mechanical system design and the control system
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design of dc motors [2]. If a group of design tasks are coupled
with each other, then a design task is affected by other design
tasks from which it receives data, and also affects other design
tasks to which it provides data, which results in design iterations.
Two important issues that product designers are interested in are
1) will the design iteration converge? and 2) how many times
will the design process iterate before it converges?

To analyze the convergence of coupled design processes, a
lot of work has been done based on a linear model proposed
in the pioneering work of Smith and Eppinger [3]. Smith and
Eppinger [3] identified the controlling features of coupled design
processes by analyzing the eigenvalues and eigenvectors of the
work transformation matrix. In this linear model, the workload
of a design task in the current design iteration is the sum of
the workloads caused by all the tasks it depends on. That might
lead to a phenomenon that the redesign workload of a task in
a later design iteration becomes more than the workload of its
original design. For instance, suppose that design task 1 depends
on design tasks 2 and 3, and that if either one of tasks 2 and 3
affects task 1 independently, task 1 will redo 60% of its original
design workload. If tasks 2 and 3 affect task 1 simultaneously,
the redesign workload of task 1 is 120% of its original design
workload [see Fig. 2(a)]. In some cases such as the development
of anew product with an innovative design, it is possible that the
redesign will in fact need more total work, because the revisions
due to tasks 2 and 3 may create some new problems for task 1.
In this situation, the linear model might capture the properties of
a coupled design process. However, for the case of designing a
mature product without great technological change, the redesign
work caused by different design tasks often overlap. Fig. 2(b)
illustrates this situation: although the redesign workload for task
1 caused by tasks 2 and 3 are both 60% of the original design
workload, they overlap with each other by 30% of the original
design workload. So the total redesign workload is 90% of the
original design workload. The overlap in this paper is different
from that in [4], because Thomke and Bell [4] call attention to the
overlap between the problems discovered during the sequential
testing process in new product development, but our research
focuses on the overlap between redesign work caused by coupled
and parallel design tasks.

A real example of this overlap can be found in the aircraft
design process in [1]. Fig. 3 depicts the inputs, outputs, and
internal computation of the coupled design tasks of the aircraft
design process. From the equation for an aerodynamics design,
the drag D, one of the output of the task of aerodynamics de-
sign, depends on both © and ESF. Therefore, once © changes
due to the redesign of structure, or ESF changes due to the re-
design of propulsion, rework is needed for acrodynamics design.

0018-9391/$26.00 © 2011 IEEE
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caused by tasks 2 and 3 does not overlap with each other, the total redesign
workload will be 120% of the original design workload. (b) If the redesign work
caused by tasks 2 and 3 overlaps with each other, the total redesign workload
will be 90% of the original design workload.

Obviously, when © and ESF change at the same time, we only
need to redesign the aerodynamics system once, not twice. That
is the overlap between the aerodynamics redesign caused by
the redesign of structure and propulsion. However, according to
the linear model, we would redesign the aerodynamics system
twice.

From the aforementioned analysis, we find that the linear
model cannot capture the overlap between redesign work. How
can one model the coupled design process with overlap between
redesign work in order to analyze its convergence? It is the prob-
lem investigated in this paper. In the remainder of this section,
we will first give a brief review on the existing research on cou-

often applied to construct the algorithm for solving the cou-
pled aerostructural design optimization problem in aircraft de-
sign [5]. In the design of complex products or systems, multi-
disciplinary design optimization is often applied [6], in which
coupling between design tasks exists extensively (e.g., the cou-
pling between the fluid dynamic analysis, thermal finite element
analysis, and structure finite element analysis in the design of
an aircraft engine component [7]). Wang et al. [8] proposed a
proportional—integral control policy of the coupled design opti-
mization processes of a type of manipulator. Several techniques
have also been proposed to coordinate the design optimization
process of complex products [9], [10].

However, if we focus on the process of coupled design, the
DSM [11] is a very strong tool for modeling and analysis.
For example, the DSM method has been applied to an inte-
grated concurrent engineering environment for the conceptual
design of a space system with 172 design parameters and 682
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Fig. 3.

dependences [12]. Browning [13] broadly surveys the methods
of modeling, analyzing, and reorganizing the product develop-
ment process based on the DSM model.

Using the DSM model, we can analyze the structure of a
complex product development process or the organization of
a product development team. For example, MacCormack and
Baldwin [14] analyzed the modularity of complex software
such as the Linux operating system and the Mozilla browser
by using the DSM method. Sosa et al. [15] also used the DSM
model to identify the modular and the integrative systems of a
large commercial aircraft engine. By diagonalizing or triangu-
larizing a DSM, we can modularize the structure of products,
or resequence design tasks to shorten the development dura-
tion [16], [17]. The DSM model is also applied to the orga-
nizational aspect of a product development project. For exam-
ple, Batallas and Yassine [18] combined the DSM model and
the technique of social network analysis (SNA) to identify key
information leaders in the development team of a large com-
mercial aircraft engine. With the help of the DSM tool, Sosa
et al. [19] investigated a complex product development process
by combining the point of views of both product architecture

Inputs, outputs, and internal computations of the coupled design tasks in an aircraft design tasks (see [1, Table Al]).

and organizational structure, and explained the misalignment
between them.

The DSM model can also be used to analyze the convergence
of coupled design processes, which is of particular interest in
this paper. In this field, Smith and Eppinger [3], [20] did pio-
neering work by analyzing the convergence of purely parallel
and pure sequential coupled design processes based on the DSM
model. Meier et al. [21] proposed a competent genetic algorithm
to sequence a design process based on a DSM model of the pro-
cess so that design iterations can be decreased and the coupled
design process can converge faster. As a complement of the
pure sequential or parallel design processes, Joglekar et al. [22]
considered the case that overlap between coupled design activ-
ities is allowed, and proposed a performance generation model
to develop the insight of managing the overlap degree for cou-
pled design processes. Mihm et al. [23] analyzed the oscillation
phenomenon in a coupled design process based on the Jacobi
matrix between product performances and design parameters,
which can also be considered as a DSM. Yassine et al. [24] used
the DSM model to analyze how information hiding in product
development leads to the design churn effect.
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Besides the DSM model, the SNA technique is also applied to
capture and analyze coupled design processes. Braha and Bar-
Yam [25], [26] reported that the network composed of product
development tasks has the properties of small-world network
and there are some critical tasks with relatively much higher in-
degree or out-degree acting as the central information generator
or information consumer. Based on the social network model,
Braha and Bar-Yam [27] also analyzed the impact of the net-
work topology on the convergence of the product development
process.

C. Problem Statement

In this research, we will focus on the convergence analysis of
coupled design processes with overlap between redesign work.
To deal with this overlap, we will construct a new nonlinear
model for a coupled design process of a mature product, in which
the redesign workload of every design task in later iterations is
not more than the workload of its original design. Based on the
nonlinear model, we will find the sufficiency condition for the
convergence of such coupled design processes. This is the first
issue addressed in this paper.

However, in real world product development, it is not enough
to only evaluate whether a coupled design process converges.
From the point of view of product developers, estimation of
product development cycle time is critical in managing a product
development project. For this purpose, simulation-based meth-
ods [28]-[30] or Markov chain analysis technique [31] are often
used. Different from the existing work on product development
time estimation, in this paper, we explore a similar problem
from another perspective, i.e., to investigate the method of esti-
mating the number of iterations that is needed for the workload
of this coupled design process to reduce to an acceptance level
(e.g., 1% of the original design workload). This is the second
issue addressed in this paper. We pay attention to the number of
iterations before converging instead of the product development
cycle time because: 1) the duration of all design tasks and their
probability distributions in a complex product design process are
not usually known with any accuracy. Thus, estimation of prod-
uct development cycle time becomes very difficult. However,
estimation of design iterations does not require the knowledge
of design task duration, which makes it possible to analyze the
convergence of a coupled design process quantitatively with less
data; 2) given any specific distribution of design tasks duration,
the cycle time of a coupled product design process is deter-
mined by the number of design iterations. Therefore, estimating
the number of design iterations is a more fundamental issue
compared to the estimation of product development cycle time.
To our knowledge, investigation of this issue is lacking in the
literature.

The rest of this paper is organized as follows. In Section II, the
sufficiency condition for the convergence of a coupled design
process with overlap between redesign work is proposed based
on a nonlinear model, as well as a heuristic rule for reducing
the possibility of considering a design process that converges
as one that does not converge. In Section III, we propose the
sufficiency condition of estimating the number of iterations that
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is needed for the workload of a coupled design process to reduce
to an acceptance level. Another heuristic rule is introduced to
increase the accuracy of the estimation of the number of design
iterations. The results of numerical experiments are reported
in Section IV to test the correctness and the effectiveness of
the proposed conditions and rules. We summarize this paper in
Section V.

II. CONVERGENCE ANALYSIS

A. Model of the Coupled Design Process With Overlap Between
Redesign Work

Suppose that a coupled design process consists of I design
tasks that are carried out in a purely parallel way. The workload
of every design task can be measured by the time and personnel
that are needed for completing it, for the original design or for
redesign in later iterations. For the convenience of measuring the
mutual impacts between different design tasks under the same
metric, we normalize the measurement of design workload to the
interval [0, 1] with 1 being the maximum (original) workload.
With this normalized measurement, we denote the workload of
design task 7 at the nth iteration by x;(n) (€[0, 1]).

To capture the coupling between design tasks, we use a non-
negative parameter a;;€[0, 1] to represent the influence of the
workload of task j on the workload of task i. If a;; > 0, then
task i depends on task j directly; if a;; = 0, then task i does not
depend on task j directly. The value of a;; gives the proportion
of redesign workload of task i to its original design workload
when the redesign workload of task j is 1 and task i only de-
pends on task j. The matrix A = (a;;)7xs is a DSM capturing
this coupled design process.

If task i depends on more than one task, the redesign work
of task i caused by other tasks may overlap. We use the follow-
ing nonlinear difference equations to model the dynamics of a
coupled design process with overlap between redesign work:

zi(n+1) :%

K3

I
1—exp |0 Zaijx]- (n)
Jj=1

fori=1,...,1. (1)

Equation (1) is an increasing and concave function that captures
how the design workload of task i at the nth iteration is affected
by the design workloads of other design tasks at the nth iteration.
We use the parameter 3; € (0, 1) to capture how the number
(denoted by 7);) of the design tasks that task i depends on influ-
ences the redesign workload of task i. If n; = 1, i.e., task i only
depends on one design task, then (3; is very small, which makes
(1) approximate to a linear equation x;(n + 1) = a;;z;(n). §;
becomes larger when 7); increases, which enhances the nonlin-
earity of (1) and, therefore, captures the overlap in redesign
work. For a given DSM A = (a;;)r«y,allthe 8;,i=1, ..., I, are
constants. For simplicity, we can let 3; be equal to a sufficiently
small positive number for 7; = 1, and let 3; = 1 forn; > 2. We
also assume that the initial values of the workloads are always 1,
ie, x;(0)=1fori=1,..., I, which means that the original de-
sign always has the largest workload. From (1), we can see that
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if 8;,i=1, ..., 1, are chosen carefully, the redesign workload
of a task caused by the redesign workloads of other tasks will
not be larger than 1 (e.g., let 3; be equal to a sufficiently small
positive number for 7; = 1, and let 3; = 1 for 7; > 2), which
captures the overlap between redesign work. If a;; is very small,
then (1) is approximately equal to z; (n + 1) = Z]I':1 a;jxj(n),
which is actually the linear model in [3]. That is to say, if the
influences of other design tasks on task i are very small, then
their influences are approximately independent of each other.
However, if a;; is large, that approximate linear equation does
not hold anymore. In this case, the influences of other design
tasks on task i overlap with each other. Therefore, (1) captures
both the linear property of the coupled design process when a
design task depends on only one other task, and the nonlinear
property when a design task depends on multiple design tasks.

Braha and Bar-Yam [27] proposed nonlinear differential
equations to capture the dynamics of the complex product devel-
opment process based on a social network model for the process
(see [27, eq. (9), eq. (15), and eq. (EC1)] and its electronic com-
panion). In some ways, our model is similar to theirs, but the
analysis methods are quite different. The similarity between our
model and Braha and Bar-Yam’s model are twofold: first, the
state variables of the two models are similar. In our model, the
state variable is the normalized redesign workload [x;(r) in (1)],
while in Braha and Bar-Yam’s model, the state variable is the
density of unsolved tasks. They can be considered as equiva-
lent in the mean field sense. Second, the nonlinear functions in
the two models have similar characteristics, i.e., increasing and
concave. (Note that we had to rewrite the nonlinear differential
functions in Braha and Bar-Yam [27] to difference equations and
then compared them with our model.) The difference between
our model and Braha and Bar-Yam’s model is that our model
captures the change of the redesign workload of every design
task, while Braha and Bar-Yam’s model captures the change of
the global density of unsolved tasks from the point of view of the
entire product development project, or the changes of the density
of unsolved tasks with different in-degrees in the social network
model. The analysis of the two models is also quite different.
In Braha and Bar-Yam [27], a linearization technique is applied
to analyze the stability of the design process when the density
of unsolved tasks is very small. However, as will be discussed
in the next section, we analyze the convergence of a coupled
design process by using the Lyapunov stability theory based on
our nonlinear model, which does not need linearization.

B. Convergence of the Coupled Design Process With Overlap
Between Redesign Work

The convergence of a coupled design process with overlap
between redesign work is equivalent to the asymptotic stability
of the nonlinear system captured by (1) when the number of
design iterations (i.e., n) goes to infinity. We can obtain the
sufficiency condition of the convergence of a coupled design
process by Lyapunov stability theory as follows.

Theorem 1: The sufficiency condition for the convergence
of a coupled design process with overlap between design work
modeled by (1) is that the absolute values of the real parts of all

the eigenvalues of the matrix ATA (A = (g )1x1) 18 less than
one, i.e.,
[Re (1 (ATA))| <1, fori=1,...,1I. )

Proof: See Appendix A.

Theorem 1 is a sufficiency condition but not a necessary con-
dition of the convergence of such a coupled design process.
If (2) is satisfied, this coupled design process must converge.
This judgment can be called the first type of correct judgment
(CJ1). If (2) is not satisfied and the coupled design process does
not converge, we call it the second type of correct judgment
(CJ2). If (2) is satisfied but the coupled design process does not
converge, we call it the first type of incorrect judgment (ICJ1).
Since (2) is the sufficiency condition, this type of incorrect
judgment will not happen. However, even if (2) is not satis-
fied, the coupled design process may still converge. According
to the proof of Theorem 1, this phenomenon happens because
1) |Rex;| < 11is the sufficiency condition but not the necessary
condition of the negative definiteness of G(x) (or AW(x(n)))
(see Appendix A for the definition of G(x) and AW(x(n)); and
2) even if G(x) (or AW(x(n))) is not negative definite, the cou-
pled design process might also converge. This might be ex-
plained as follows. Equation (2) ensures that G(x) is negative
definite for all the x in the state space. However, if G(x) is not
negative definite but the x that make G(x) > 0 are confined in a
very small domain of the state space, then there is still a good
chance for G(x) < 0 to hold for the x on the state trajectories of
the coupled design process captured by (1). In this case, accord-
ing to the Lyapunov stability theory, the coupled design process
converges with a large probability. Therefore, we only require
G(x) < 0 for most of the x and allows G(x) > 0 for a small part
of x.

Let us take a coupled design process composed of only three
design tasks for example. The DSM of this coupled design
process is

0 0.1 0.1
A=1]01 0 0.1
0.7 08 O

The maximum eigenvalue of the matrix A7A is 1.1402. Ac-
cording to Theorem 1, this coupled design process may not
converge. However, simulation based on (1) shows that it con-
verges, because the workloads of the two design tasks become
less than 0.001 after ten iterations. By checking the function
G(x) of this example, we find that the x that make G(x) > 0 are
confined in a very small part of the whole state space [0, 1] x
[0, 1] x [0, 1], which are shown by the dark domain in Fig. 4. For
the convenience of depicting the 3-D vector x on a 2-D plane, in
Fig. 4, the horizontal axis is x; while the vertical axis is xo + x3.
Although it does not depict the true distribution of the x satisfy-
ing G(x) > 0 exactly, this approximation captures the fundamen-
tal feature of this distribution. The black circles in Fig. 4 repre-
sent the workloads of the two design tasks at all iterations, i.e.,
the trajectory of the workloads in the design process. From this
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trajectory, we can see that the circles representing the workloads
do not enter the dark domain that represents G(x) > 0.

Therefore, the sufficiency condition in Theorem 1 is too strict.
If we use Theorem 1 to evaluate the convergence of a coupled
design process, we might make an incorrect judgment: consid-
ering a coupled design process that converges as one that does
not converge, which can be called the second type of incorrect
Jjudgment (ICJ2). We need to find a relaxed condition to reduce
the possibility of making the second type of incorrect judgment.

Let us start with (A4) (see Appendix A), which can be rewrit-
ten as

I I 2
G(x) = Z)‘i (Z uikxk> - Z % [In(1 — ﬁixi)f 3)
i=1 k=1 i=1 "1
where u;;, is the kth entry of the eigenvector u; = (uiy, ...,
u;ir)" corresponding to the eigenvalue A;. This is because there
exists a orthogonal matrix such that U ATAU = A = diag{A,
.o Az}, where U = (uy, ..., us)’. Actually, the distribution
of x that satisfies G(x) > 0 in the domain [0, 1] x---x [0, 1]
determines the stability of the design process. It is not easy to
compute this distribution, but from Fig. 4 and some other sim-
ulations we can conjecture that the set {x|G(x) > 0} usually
does not cover the straight line 1 = - - - = x7, and the trajec-
tory of design workloads is usually close to the straight line
x1 = --- = xy. Therefore, to make the coupled design process
converge, it might only be necessary to require that G(x) is
negative definite for the x on the straight line 1 = --- = 2y,
instead of requiring G(x) < 0 for all the x in the state space.
This is a relaxation of the sufficiency condition (2). In this case,
(3) becomes

I I

7 2
G(z1) :ZGi<x1) ZZ{M ( Uz‘k)
, k=1

i=1

x 7 —612[11&(1—@-131)]2}. “)
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Similar to the analysis in the proof of Theorem 1 [see (A4)-
(A9)], we find that if A; (Z£:1 uix)? < 1 holds for all the i =
1, ..., I, then G(x;) is negative definite. So we have a heuris-
tic rule for evaluating the convergence of the coupled design
process.

Rule I1: An approximate condition for a coupled design pro-
cess captured by (1) to converge is

I 2
Ai <Zulk> <1, fori=1,...,1. (5)
k=1

If 3, = --- =f7r,(5) becomes Zf:l ki(gj:] u;r)? < I.Here,
A (hy wir)? or ST (05—, wir)? s called the judgment
parameter.

Rule 1 is neither a sufficiency nor a necessary condition for
the convergence of a coupled design process. We can also define
the two types of correct judgments and two types of incorrect
judgments for Rule 1 like those for Theorem 1. Numerical ex-
periments in Section I'V will show that the possibility of making
the second type of incorrect judgment will be reduced greatly by
using Rule 1 compared to using Theorem 1. And the possibility
of making the first type of incorrect judgment is very close to
zero if Rule 1 is applied.

III. ESTIMATION OF THE NUMBER OF ITERATIONS

In a real-world product development process, making a cor-
rect judgment of the convergence of a coupled design process is
not enough. Product development managers are quite concerned
about the number of design iterations before a coupled design
process converges. If we can estimate the number of design iter-
ations that is needed for a coupled design process to converge,
then it will be quite helpful for planning a product development
project. From the point of view of practice, if the design work-
loads fall to an acceptance level, say 1% of the original design
workloads, in finite iterations, then we can consider that the
design process converges practically. Therefore, if we can find
the sufficiency condition that the workload of every design task
is less than an acceptance level § after NV iterations, we can es-
timate the number of iterations before converging. That is what
Theorem 2 determines.

Theorem 2: Given that the initial value of the design work-
loads of all the design tasks are x;(0) = --- = x7(0) = 1, the
sufficiency condition that the design workload of every design
task is less than an acceptance level § after N design iterations
is that there exist d;,,n =0, 1, ..., N, such that

I
In(1 — Z‘(sm
Zaij<min{n(6), fornl,...,N},
i Bidin—1

fori=1,...,1 (6)

holds, where d;0 = 1,0;y = dand 6 < ;,, < 1,forn=1, ...,
N,andi=1,..., 1L
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Proof: See Appendix B.

Here arises a problem: how to obtain the d;,, n =1, ..., N,
i=1,...,1,in Theorem 2? Of course, for any d;,,,n=1, ..., N,
i=1,...,1,aslongas (6) is satisfied, the conclusion of Theorem
2 is correct. However, we hope to find a group of 6;,,,n=1, ...,
N,i=1, ..., 1, to maximize the right-hand side of (6), because
that will relax the constraint on the left-hand side of (6) to the
largest extent, so that stronger interdependence (i.e., larger a;;)
between design tasks is allowed for given N and ¢. Theorem 3
gives the condition of maximizing the right-hand side of (6).

Theorem 3: 1) For a given i, the ;,, n = 1, ..., N, which
satisfies
111(1 — @571) - 111(1 — 57572) - - 111(1 — ﬂ,(ZN)
Bidio Bidi1 Bi0i, N -1
(7

can maximize min{—In(1 — 5;8;,)/(5i0i n—1),forn=1,...,
N}.2) Therefore, the sufficiency condition for the workload of
every design task to be less than ¢ after N design iterations is

Za —Bidin) __In(l—Bidia) _
& 57: i0 Bidi1
~ In(1 - Bidin) .
= W forl—l,...7l
)

where 6,0 = 1, d;y = d,and 6 < §;, < lforn=1,...,Nand
i=1,...,1

Proof: See Appendix C.

Actually, Theorem 3 is a special case of Theorem 2. It gives
the upper bound of the right-hand side of (6). It is also a suffi-
ciency condition for estimating the number of design iterations
but not a necessary condition. We may overestimate the number
of iterations of a coupled design process before converging by
using Theorem 3. Namely, it is possible that the design work-
load can be less than & only after N iterations, where N' < N.
The numerical experiments in Section IV will show this case.
Furthermore, the difference between the estimated number of
iterations and that obtained by simulation becomes larger when
ZJI _, a;j becomes larger. The reason for this phenomenon can
be explained as follows.

From the proof of Theorem 3, (8) ensures that the workloads
of all the design tasks are less than or equal to ¢;,, after n itera-
tions. Actually, even if the workloads of all the design tasks are
equal to d;,, after n iterations, it will take only N—n iterations
for them to become less than d. Therefore, (8) makes the con-
vergence faster than expected. In this sense, (8) is a relatively
strict constraint. If we relax this constraint by requiring that
the sum of all the entries of the DSM A be less than the sum
of —In(1 — B;6;1)/(Bidio) = —In(1 — Bidi2)/(Bidi1) =
—In(1 — B;6;n)/(Bi0: nv—1) over i, then the estimation of iter-
ations might be more accurate. That is the following heuristic
rule for estimating the number of iterations.

Rule 2: An approximate condition for the workload of every
design task of a coupled design process to be less than § after N

design iterations is

II I
ln(l—ﬂidﬂ)
ST, <y R
i=1 j=1 i=1 Bidio
I
In(1 0,
Z — Bidin) ©)
i—1 ﬁz i, N—1
where 6,0 =1, 6;y =d,and §d < 0;,, < 1,forn=1,... N.If
b1 =---= 07, (9) becomes
I
1 In(1-4;)  In(1—dy)
T I T

where 0g = 1,0y =d,andd < 6§, < 1,forn=1,...,N

Rule 2 is not a sufficiency condition for design workload to
become less than ¢ after N iterations. Perhaps more iterations
than estimated by Rule 2 are needed to make the workloads
become less than §, but the number of iterations should be closer
to N than that estimated by Theorem 3. Numerical experiments
in the next section will support this conclusion.

IV. NUMERICAL EXPERIMENTS

In this section, numerical experiments are conducted to exam-
ine the correctness of the sufficiency conditions for evaluating
the convergence of a coupled design process and the number of
iterations before converging, as well as the effectiveness of the
two heuristic rules for improving the accuracy of convergence
judgment and iteration estimation.

A. Experiment 1: Convergence Analysis of an Aircraft Design
Process

In the first experiment, we analyze the convergence of the
aircraft design process in [5], which is composed of four de-
sign tasks: structure design, aerodynamics design, propulsion
design, and range design. The interdependence between design
tasks is depicted in Fig. 2. The input, output, and equations for
internal computation of every design task are described in Fig. 3.
According to Figs. 2 and 3, we can construct the DSM of the
aircraft design process as follows:

structure 0 1/3 1/3

aerodynamics |1 0 1/2

12 0

The first, the second, and the third row (or column) of the DSM is
corresponding to the structure design, the aerodynamics design,
and the propulsion design, respectively. We do not include the
range design in the matrix because only the first three design
tasks are coupled with each other. The nonzero entries in the
DSM is determined in this way: if task i has p; outputs, and the
output of task j affects g;; outputs of task 7, then the entry in the
ith row and the jth column of the DSM is g;;/p;. For example,
the task of aerodynamics design has two outputs: the lift L and
the drag D. This task depends on the output ESF from the task of
propulsion design. Since ESF only affects D (see the equations in

propulsion 0
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Fig. 5. DSM of a brake system design process (i.e., [3, Fig. 7]).

Fig. 3), the entry at the cross point of the row of “aerodynamic”
and the column of “propulsion” is 1/2. If the linear model in
Smith and Eppinger [3] is applied, we can obtain the maximum
eigenvalue of this DSM, which is 0.87921 (< 1). Therefore, this
coupled design process converges. By simulation, the number of
design iterations before converging (i.e., the redesign workload
of every design task is less than 0.01) is 58. If the nonlinear
model proposed in this paper is applied, we can also determine
that this coupled design process converges according to Rule 1,
because the judgment parameter is 2.94, which is less than 3, i.e.,
the size of the DSM. By simulation, we find that the number
of design iteration before converging is 45, according to the
nonlinear model. Obviously, the number of design iterations
based on the nonlinear model is much less than that based on
the linear model. This is because the nonlinear model captures
the overlap between the aerodynamics redesign work caused by
the redesign of structure and propulsion.

B. Experiment 2: Evaluate the Convergence of the Brake System
Design Process

Smith and Eppinger [3] gave an example of designing a brake
system. They construct its DSM model and identify a coupled
block (a 28 x 28 DSM, see Fig. 5). Every off-diagonal entry
in this coupled block is an estimation of the workload (in %
of original workload) that the design task in the column of the
entry creates for the task in the row of the entry. Every entry has
three possible values, i.e., 0.5, 0.25, and 0.05, corresponding to
strong, medium, and weak dependence between design tasks,
respectively. For this coupled block, we apply Theorem 1 and
Rule 1 to evaluate its stability. The maximum eigenvalue is
1.2115, which is greater than 1; and the value of the judgment
parameter is 15.4675, which is less than the dimension of the
DSM, i.e., I = 28. According to Theorem 1, we cannot say that
the design process converges; however, according to Rule 1,
we can say that it converges. Simulation of this coupled design
process based on the nonlinear model [i.e., (1)] show that it
does converge. Therefore, this result supports the judgment
based on Rule 1.
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TABLE I
COMPARISON OF THE PERFORMANCE OF THEOREM 1 AND RULE 1.
(a) PERFORMANCE OF THEOREM 1 (FOR 30-BY-30 DSM).
(b) PERFORMANCE OF RULE 1 (FOR 30-BY-30 DSM)

(a)

UB 0.31 032 033 034 035 036 037 038 039 040
CJl 100 100 100 100 97 100 96 88 83 80
CI2 0 0 0 0 0 0 0 0 0 0
Icr o 0 0 0 0 0 0 0 0 0
IC)2 0 0 0 0 3 0 4 12 17 20
UB 0.41 042 043 044 045 046 047 048 049 050
CI1 63 65 46 35 27 19 22 9 3 3
Cl2 0 0 1 0 0 0 1 0 1 4
ICit 0 0 0 0 0 0 0 0 0 0
iciz 27 35 53 65 73 81 77 91 96 93
()]

UB 031 032 033 034 035 036 037 038 039 040
Cl1 100 100 100 100 100 100 100 100 100 100
CJ2 0 0 0 0 0 0 0 0 0 0
g o 0 0 0 0 0 0 0 0 0
ICl2 0 0 0 0 0 0 0 0 0 0
UB 0.41 042 043 044 045 046 047 048 049 050
CJ1 100 100 99 99 99 95 93 92 81 82
CJ2 0 0 0 0 0 0 1 0 1 4
ICJjt 0 0 0 0 0 1 0 0 0 0

| (G ] 0 0 1 1 5 6 8 18 14

UB is the upper bound of the nonzero entries in the DSM.
CI1 is the number of the first type of correct judgment. CJ2 is the number of the second type of correct judgment.
[CJ1 is the number of the first type of incorrect judgment. 1CJ2 is the number of the first type of incorrect judgment.

C. Experiment 3: Comparison of the Performances of
Theorem I and Rule 1

This experiment is to explore the performances of Theorem 1
and Rule 1. We generate 100 30 x 30 DSMs randomly, which
has a size similar to the DSM of the brake system design process
(28 x 28) and whose entries are a;; s in (1). We also assume that
(1 =--+-= 7 = L holds in (1) for simplicity. The density of the
nonzero entries in the DSM (i.e., the number of nonzero entries
divided by the number of all the entries) is about 10%, which
is close to that of the DSM of the brake system design process.
The values of the nonzero entries are uniformly distributed in the
interval (0, ayy], where a,, is the upper bound of the nonzero
entries. Each DSM A = (a; )30 <30 18 corresponding to a coupled
design process. We assume that the initial workload of every
design task is 1. Each design process is simulated to see whether
the workload of every design task is less than 0.001 in 1000
iterations. If they are, we say that this design process converges;
otherwise, it does not converge.

First, we compare the performances of Theorem 1 and Rule 1
for different upper bounds of DSM entries. The results are shown
in Table I(a) and (b), respectively. From Table I(a), we see that
the number of the first type of incorrect judgment is zero, which
supports the conclusion of Theorem 1 that (2) is the sufficient
condition for the convergence of the coupled design process.
However, when a,;, increases, the number of the second type
of incorrect judgment increases greatly if Theorem 1 is applied.
For example, when a,,;, = 0.48, 0.49, and 0.50, more than 90%
of the judgments are incorrect. Namely, although the maximum
eigenvalue is greater than 1, the design process still converges.
However, if Rule 1 is applied, the number of the second type
of incorrect judgment becomes much less than the case that
Theorem 1 is applied [see Table I(b)]. From Table I(b), we see
that when a,;, = 0.48, 0.49, and 0.50, the numbers of incorrect
judgments are only 8, 18, and 14 out of 100, respectively. When
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TABLE II
IMPACT OF THE DENSITY AND THE UPPER BOUND OF NONZERO ENTRIES IN THE DSM ON THE JUDGMENT OF THE CONVERGENCE
OF COUPLED DESIGN PROCESSES. (a) PERFORMANCE OF THEOREM 1. (b) PERFORMANCE OF RULE 1

(@
, ap) | (0.1,038) (0.1,0.40) (0.1,0.42) (0.1,0.44) (0.1,0.46) (0.1,0.48) (0.1,0.50) (0.1,0.52)
ICJ 12 22 54 67 85 85 93 87
(p, aw) | (0.1,0.54) (0.1,0.56) (0.1,0.58) (0.1,0.60) (0.1,0.62) (0.1,0.64) (0.1,0.66) (0.1, 0.68)
1CJ 87 90 76 61 47 37 21 23
(p,aw) |(0.1,0.70) (0.1,0.72) (0.1,0.74) (0.1,0.76) (0.1,0.78) (0.1,0.80) (0.1,0.82) (0.1,0.84)
1CJ 15 13 13 8 2 3 4 1
(p, a) | (0.1,092) (02,0.26) (0.2,0.28) (0.2,0.30) (0.2,0.32) 0.2,0.34) (0.2,0.36) (0.2,0.38)
1CJ 1 15 36 68 73 50 34 18
(p, aw) | (02,040) (0.2,042) (0.3,020) (0.3,0.22) (0.3,0.24) (0.3,0.26) (0.3,0.28) (0.4,0.14)
1CJ 6 2 36 59 27 2 1
(p, a) | (04,0.16)  (04,0.18) (0.5,0.12) (0.5,0.14) (0.6,0.12) (0.7,0.10) (0.8,0.08) (0.9,0.08)
ICJ 43 14 1 28 11 23 1 4

(b)
(p, ap) | (0.1,0.44) (0.1,0.46) (0.1,0.48) (0.1,0.50) (0.1,0.52) (0.1,0.54) (0.1,0.56) (0.1,0.58)
1CJ 4 6 10 18 21 48 55 54
(p, ap) | (0.1,0.60) (0.1,0.62) (0.1,0.64) (0.1,0.66) (0.1,0.68) (0.1,0.70) (0.1,0.72) (0.1,0.74)
1CJ 51 43 35 20 21 15 13 13
(p,aw) |(0.1,0.76) (0.1,0.78) (0.1,0.80) (0.1,0.82) (0.1,0.84) (0.1,0.92) (0.2,0.28) (0.2,0.30)
1C) 8 2 3 4 1 1 5 22
(p, a) | (02,032) (02,034) (0.2,036) (0.2,0.38) (0.2,0.40) (0.2,042) (0.3,0.20) (0.3,0.22)
1CJ 39 31 27 18 6 2 5 32
(p, a) | (03,024) (03,026) (0.3,0.28) (04,0.16) (0.4,0.18) (0.5,0.14) (0.6,0.12) (0.7,0.10)
1CJ 22 2 1 15 11 20 8 14
(p, a.) | (0.8,0.08) (0.9,0.08)
1CJ 1 3

p is the number of nonzero entries in the DSM. a, is the upper bound of the nonzero entries in the DSM.

ICJ is the number of incorrect judgment (ICJ = ICJ1 + ICJ2). For other p and ay, the number of incorrect judgment is 0.

ayp = 0.31, .., 0.43, there is no incorrect judgment for Rule 1.
However, for Theorem 1, incorrect judgment happens when ay;,
> 0.35. By comparing Table I(a) and (b), we determine that
Rule 1 can reduce the number of the second type of incorrect
judgment greatly. Although it cannot avoid the first type of
incorrect judgment, its number is very small. Table I(b) shows
that if a,;, = 0.46, the number of the first type of incorrect
judgment is one; and for other cases, there are no first type of
incorrect judgments.

Second, we examine the influence of the density and upper
bound of nonzero DSM entries. We vary the density of nonzero
entries from 0.1 to 0.9 with the increment of 0.1 and vary the
upper bound of the values of nonzero entries from 0.02 to 1.00
with the increment of 0.02. For each pair of density and upper
bound, we generate 100 30 x 30 DSMs randomly and examine
the number of incorrect judgments of convergence. The results
are shown in Table II(a) and (b) for Theorem 1 and Rule 1,
respectively. By comparing Table II(a) and (b), we find that
for different density and upper bound of nonzero entries, the
number of incorrect judgment when Rule 1 is used is much
less than the number when Theorem 1 is used. If we define the
ratio of incorrect judgments as the total number of incorrect
judgments divided by the total number of experiments, then
the ratio of incorrect judgments of Theorem 1 is 1560/(100 x
9 x 50) = 0.034667, and the ratio of incorrect judgments of

Rule 1 is 730/(100 x 9 x 50) = 0.016222. The same numerical
experiments were conducted for 100 x 100 DSMs. The density
of nonzero entries also varies from 0.1 to 0.9 with the increment
of 0.1, and the upper bound of nonzero entries varies from 0.01 to
0.25 with the increment of 0.01. In this case, the ratio of incorrect
judgments of Theorem 1 is 403/(100 x 9 x 25) = 0.017911;
and the ratio of incorrect judgments of Rule 1 is 192/(100 x 9
x 25) = 0.008533. The ratio of incorrect judgments is reduced
by > 50% for DSMs of both sizes.

D. Experiment 4: Estimate the Number of Iterations
by Theorem 3 and Rule 2

This experiment is to explore the correctness of Theorem 3
and Rule 2. First, we need to solve (7) to find d;1, ..., §; y—1
satisfying §;y = 6 =001 fori=1,...,Land N=2,3, ...,
20. Without loss of generality, we assume that 31 = --- = 7 =
1 holds in (7) for simplicity. The results, i.e., the relation be-
tween the maximum value of the sum of the entries in DSM
rows and the estimated number of iterations that is needed for
the workloads of design tasks to become less than the accep-
tance level 0.01, are depicted by the stepwise curve in Fig. 6(a).
“x” in Fig. 6(a) represents the actual number of iterations be-
fore the workloads of design tasks become less than 0.01. The
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Fig. 6. Iteration estimation of a coupled design process for 30 x 30 DSMs.
(a) Iteration estimation by using Theorem 3. (b) Iteration estimation by using
Rule 2.

actual numbers of iterations are obtained by simulation, in which
the sizes of the DSMs are all 30 x 30. From Fig. 6(a), we see
that the actual numbers of iterations are always less than or
equal to the estimated numbers of iterations, which supports the
correctness of Theorem 3. We can also see that the difference
between the actual and estimated number of iterations is small
if the maximum value of the sum of the entries in DSM rows
is small. However, the difference becomes large if this maxi-
mum value becomes large. Therefore, the iterations are usually
overestimated by using Theorem 3.

However, if Rule 2 is used to estimate the number of itera-
tions, the difference between the estimated number of iterations
and the actual number of iterations becomes smaller. We also
generate some 30 x 30 DSMs randomly. The results of these
experiments are shown in Fig. 6(b). In Fig. 6(b), the stepwise
curve has the same meaning as in Fig. 6(a). “0” represents the
actual number of iterations before converging. Fig. 6(b) shows
that the difference between the estimated design iterations and
the actual design iterations is no more than one for any value of
the row sum, although the design iterations are usually underes-
timated by Rule 2. Fortunately, the estimation error is acceptable
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Fig. 7. Iteration estimation of a coupled design process for 100 x 100 DSMs.
(a) Iteration estimation by using Theorem 3. (b) Iteration estimation by using
Rule 2.

and is much smaller than the estimation error when Theorem 3
is applied. We also did numerical experiments for some 100 x
100 DSMs. The results are depicted in Fig. 7, from which we
can draw the same conclusion as for the case of the 30 x 30
DSMs.

E. Experiment 5: The Influence of Acceptance Level on the
Number of Design Iterations

This experiment is to examine how the acceptance level (i.e.,
0) of the convergence of a coupled design process influences the
number of design iterations. We solve (7) for different iteration
numbers N and acceptance level dy = 9, where N =2, 3, ...,
20,and 6y = 90 = 0.1, 0.2, ..., 1.0. Without loss of generality,
we assume that 31 = - - - = (37 = 1 holds. Each pair of Nand ¢ 5
is corresponding to the maximum or average value of the sum
of the entries in every row of the DSM, i.e., the right-hand side
of (8) and (9). We plot the relationship between the acceptance
level (i.e., §) and the maximum or average value of the sum of
the entries in every row of the DSM for N = 2, 3, .. ., 20 (see
Fig. 8). Fig. 8 shows that 1) for a given acceptance level (i.e.,
0), the larger the maximum or average value of the sum of the
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Fig. 8. Acceptance level (§) of the convergence of a coupled design process
versus maximum or average value of the sum of the entries in every row of the
DSM.

entries in every row of the DSM, the larger the number of design
iterations; and 2) for a given maximum or average value of the
sum of the entries in every row of the DSM, larger acceptance
levels allow smaller iteration numbers.

V. CONCLUSION

In this paper, the convergence of a coupled design process
with overlap between redesign work has been investigated. To
capture this overlap, we model such a coupled design process by
a group of nonlinear difference equations instead of the linear
model used previously in the literature. Based on the nonlinear
model, we derive a sufficiency condition for evaluating conver-
gence of this type of coupled design process. To estimate the
number of iterations before converging, we also derive a suffi-
ciency condition for the workload of every design task to reduce
to an acceptance level after an expected number of iterations.
The results of numerical experiments support the correctness of
the two sufficiency conditions.

However, because they are only sufficiency conditions but not
necessary ones, incorrect judgment of convergence and overes-
timation of design iterations usually occur. To improve the accu-
racy of convergence evaluation and iteration estimation, we also
propose two heuristic rules. The first rule is to reduce the pos-
sibility of considering a coupled design process that converges
as one that does not converge. The second rule is to reduce the
difference between the estimated iterations and the actual ones.
The results of numerical experiments show that by using the first
rule, the number of incorrect judgments for convergence can be
reduced greatly; and that by using the second rule, the differ-
ences between the estimated iterations and the actual ones are
not more than one, although the number of iterations is usually
underestimated.

Although the two heuristic rules can improve the accuracy
of judging the convergence and estimating the number of iter-
ations, an error still exists. We have not found the necessary
conditions of evaluating the convergence of coupled design pro-
cesses and estimating the number of iterations that are needed

for the workload of every design task to reduce to an acceptance
level. Those are issues for future research.

This research provides the fundamental theory of managing a
coupled design process with overlap between design work. By
using the proposed sufficiency conditions and heuristic rules, we
can evaluate the convergence of such a coupled design process.
Furthermore, we can identify the DSM entries that most strongly
influence the convergence of the coupled design process, and
then regulate the strength of the interdependence between de-
sign tasks to ensure the convergence of the design process. By
using the proposed sufficiency conditions and the heuristic rules,
we can also estimate the number of design iterations so as to
evaluate the convergence rate of such a coupled design process.
Furthermore, by regulating the strength of the interdependence
between design tasks, we can achieve the expected convergence
rate and then arrive at a reliable schedule for the product design
project. These issues, i.e., identification of the most influential
DSM entries and regulation of the strength of the interdepen-
dence between design tasks, are of great interest and left for
future research.

APPENDIX

A. Proof of Theorem 1

Equation (1) can be rewritten as

1 1
Ax(n)=—< —In[l - Gz1(n+1)],...,—1In
B Br
T
X [1—ﬁ1x1(n—|—1)] (Al)
where x(n) = [x1(n), ..., x;(n)]T. Construct a Lyapunov func-
tion of this dynamic system

W(x(n)) = 2 (n)AT Ax(n). (A2)

Obviously, W(x(n)) is positive definite. Its rate of change is
AW (z(n)) = W(z(n)) — W(z(n —1)) = 2’ (n) AT Az(n)

I
— 3 2 - G ()] 3

According to the Lyapunov stability theorem, if the function
AW(x(n)) is negative definite, then the nonlinear system (1) is

asymptotically stable at the equilibrium state (xi, ..., x;)7 =
©,...,007. Let
1
G(z) =x" AT Ax — Z 7 {In(1 — Biz;)}>. (A4)
i=1 17
Then, we have
In(1— Bia1) In(1 — Bray)
VGm:QATAm+2{
(=) Br(l = Brzr) Bi(1 = Brar)

(A5)
and
In(l —Gizy) -1
(1—51$1)2 Y

In(1 - Brar) — 1}
A G | A0

VG (x) = 2AT A + 2diag {
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Because AT A is symmetric, there exists a orthogonal matrix
such that U ATAU = A = diag{A,, ..., Ar}, where Ay, ..., A1
are the eigenvalues of ATA and U = (u,, ..., us) is the matrix
composed of the eigenvectors uy, ..., uy of ATA. So (A6) can
be rewritten as

, In(1— Bay) — 1
VG (x) = 2U diag {)»1 + W7 co A
In(1 — —
Il((ll _%I;:I))Q 1} ul. (A7)

Because [In(1 — Bz) — 1] /(1 — Bz)* < —1forx € [0, 1] and
B € [0, 1], it follows that if |[ReA;| < 1 holds fori =1, ..., I,
then the matrix V2G(x) is negative definite. Therefore, G(x) is
concave.

Now, we prove that G(x) must be negative definite given that
V2G () is negative definite by contraposition. If G(x) is not
negative definite, then there must exist an x* such that G(x*) >
0. Since G(x) is concave, we have

G(a0+ (1 - a)z) > aG(0) +
=(1-a)G(z") >0

On the other hand, because V2G () is negative definite, we
have
G(a0+ (1 —a)x")

1-a)G(z")

for 0 <a<1. (A8)

= G(a0) + (1 — a)VG(0)x"

+ %(1 —a)?z'VG (1 - a)x*)

1
=501- )z T V2G (9(1—a)x*)z* <0
(A.9)
where 6 € [0, 1]. Here arises a contradiction. Therefore, G(x)
must be negative definite. So (1) is asymptotically stable, i.e.,

the coupled design process captured by (1) converges.

B. Proof of Theorem 2

This theorem can be proved by mathematical induction. First,
we try to find the condition that the design workload of every
design task is less than §;; after one design iteration. According
to (1), welet 30 1 a;; < —(1/6:)In(1 — B;d). fori=1,...,
1. Then, we have

I
1
Iq(l) = E 1-— exXp 75i Za,;jxj(())
) 1
1 [ I
:E 1 —exp —ﬂiZaij < 1 ,fori=1,...,1
i i
where x;(0) = - - - = x;(0) = 1 is applied.
So
l_ﬂz 11)
ay < B0 - g,
Z ! Bidio Bi (1 v
fori=1,...,1
is the sufficiency condition for z;(1) < d&;1, i = 1, ..., L

Assume that Z]I‘:1 ajj < =3 In(1 — f;6;1) and Z§:1 aij <
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—W, forn=2,....N—1,andi=1, ..., 1, are the suf-
ficiency conditions for x;(1) < &1, ..., z; (N — 1) < d; N1,
fori=1,..., I Let ZJI-:1 aij < 711121?\671\) = *131(;75751),
then we have
1 [ I
J,‘L(N) = E 1-—- exp —ﬁi Zaijxj(N -
) )
1 [ I
< —l—exp |=Bidina Y ai
L ‘]7
< n=06 fori=1,...,1
Therefore, E]I 1 Gij < min{— W n=1,...,N},
fori=1, ..., 1 is the sufficiency condition for z; (1) < d;1, ...,

xi(N)<5iN:5» fori=1,..., L

C. Proof of Theorem 3

We prove the first conclusion briefly by contraposi-
tion. For a given i, assume that there exist a group of

of, n = 1,..., N, that can maximize min{—(In(1—
Bidin)/Bidin-1), form=1,...,N}, but (7) does not hold
for 67, n = 1,..., N. Then, we can always
find an 7 such that —(In(1— m)/@ Tho1) =
min{—(In(1 — 5;6%,)/6:0f,_1), for n= 1 N} and
—(In(1 = B35 )/B8 51 ) < — (In(1— G611 )/ By )
holds or —(In(1 — 5:67;)/8:6; 7 1) = mln{ ( ( 5z5fn)/

ﬁiég"n_l), for n=1,...,N} and —(In(1 — ﬁiéfﬁ)/ﬁiéz‘ﬁfl)
_(ln(l 1 = 1)/ﬂt i, 11—2) holds.
According to the monotonicity of the functions

—In(1—2)/a and —In(1 —0b)/x for fixed a and b, the
x  maximizing  min{—(In(1 — z)/a), —(In(1 — b)/x)}

satisfies  In(1 —2)/a =In(1 —b)/x.  Therefore, we
can always find another 0;F that satisfies —In(l— 3
51*;:)/6L i n 1= _ln(l zn+1)/ﬁ!6** and —111(1 -
Bi6:2)/BidF sy > —In(1 fﬂz 72)/Bid} 1, or  another
67 I that  satisfies— In(1 — 5 m)/ﬁﬁl**n 1 =—In(1-
Bio; i,n— 1)//8Z i,n—2 and _(ln(l_ﬁl ,nf )/ﬁl z,ﬁ—?)

—(In(1 ﬁléjn /Bid} ;). For the aforementioned two
situations, we can substltute 0i7 by 677 or 67, 4 by 6% ;.
Then, —In(1 — B;0;;)/Bi6; ;1 is not the minimum value.
This contradiction happens because we assume that (7) does not
hold. So the first conclusion is correct. The second conclusion
can be drawn directly according to Theorem 2 and the first

conclusion.
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