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ABSTRACT 
 
We report the use of a highly sensitive phase based motion measurement technique to study the correlation 
of cellular metabolic rate with cellular motions. The technique is based on a modified Michelson 
interferometer with a composite laser beam of 1550 nm low coherence light and 775 nm CW light. In this 
system, motional artifacts from vibrations in the interferometer are completely eliminated. We demonstrate 
that the system is sensitive to motions as small as 3.6 nm and velocities as small as 1 nm/s. Using the 
system, we show that the cellular motions are strongly dependent on the ambient temperature. We observe 
that the dependency does not conform to Brownian motion predictions but instead appears to correlate with 
the optical ambient temperature that the cells have evolved to operate in. 
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1. INTRODUCTION 
 
Detection of motions with amplitude less than an optical wavelength and/or velocity less than 1 µm/s is 
important for the study of subcellular dynamics in living biological tissues. Motions of such magnitude 
include the actin-based transport of organelles within the cells [1], the ruffling of cell membranes [2] and 
the reaction of cell volumes to hyper/hypotonicity [3]. These motions are of significant biomedical interest 
and their study can potentially lead to new diagnostic modalities. For example, it has been established that 
cells with high metastatic potential are significantly more motile than normal cells [4-7]. Cell dynamics is 
also of particular interest in the study of cell volume regulation mechanisms which are identified by 
measurement of cell volume changes [3, 8, 9].  
At present, cellular motions are generally studied via sequential recordings of high power microscope 
images. Such studies have two major limitations. First, the ultimate sensitivity to length changes of such an 
imaging method is limited by the resolving power of the microscope. It is generally accepted that a 
microscope cannot resolve at a scale finer than a tenth of a micron or a tenth of an optical wavelength. 
While such sensitivity is sufficient for the study of pseudopodal motions [10, 11], it is inadequate for the 
study of cellular motions on finer scales.  
Second, microscopy techniques are unsuited for detecting changes in the cellular thickness. Aside from 
single cellular organisms, macrophages, red blood cells and a few other cell types, cells in their natural 
states are typically attached to their neighboring cells by binding proteins such as those of the cadherin and 
adherin families [12]. Such bindings effectively immobilize the cells and prevent them from moving 
extensively in the image plane in the case of a cell culture. The only spatial degree of motional freedom for 
these cells is in the vertical plane. In fact, cells have evolved a whole range of functions that involves 
motions in the vertical plane. An example can be found in the case of secretary glands, where continuous 
exocytosis of hormone molecules via cell membrane budding processes occur on the outward facing cell 
membranes [13]. Such motions, which cause the upper cell membranes to fluctuate vertically, cannot be 
studied with conventional microscopy techniques. 
One of the more extensively studied aspects of cellular motions is the field of cell volume regulation. Cells 
have evolved a whole range of volume regulation mechanisms, by which they maintain their cell volumes 
in changing external environments [3]. For example, a change in the osmolality of the external 
environment will cause an osmotic outflow of water from a cell. The cell compensates by opening 
appropriate ion channels within its cell membrane. The ensuing outflow of cytoplasmic salt ions 
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equilibrates the osmotic pressure and allows the cell to recover its original cell volume in time. As we shall 
later see, this action and reaction translate to very slow and small changes in the cell height. The field of 
cell volume research has significant applications in the understanding and treatment of certain diseases. For 
example, the toxicity of cholera toxin arises from its ability to disrupt cell volume regulation mechanisms, 
thereby, causing a massive loss of fluids from a cell [13-16].  
 

2. EXPERIMENTAL SETUP 
 
In this section, we describe a novel phase-referenced low coherence interferometry (PRI) method, that is 
capable of measuring slow (~ 1 – 1000 nm/s) and small (4 nm or more) motions. In addition, it provides 
depth resolution and can be used for tomographic imaging. This method is particularly suited for the study 
of cell membrane dynamics. We demonstrate that, with PRI, it is possible to track the cell membrane 
motions of a single or a few cells. Further, PRI can measure very small motions very accurately. Finally, 
PRI has the advantage that it is completely free of interferometer vibrations and drifts. This stability makes 
it possible to track the cell membrane dynamics over very long time scales. The experiment requires the 
sample to include a strong reflecting interface for the CW wavelength. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
The input light to the system is a two-color composite beam composed of CW light from a Ti:sapphire laser 
at 775 nm and low coherence light (bandwidth = 40 nm) from a 1550 nm Optospeed superluminescent 
diode. The composite beam is divided into two at the beamsplitter. One part (signal) is brought to a focus at 
the target sample, while the other is incident on a reference mirror moving at 0.5 mm/s, which induces a 
Doppler shift on the reference beam. The technique requires a strong reflection at the CW wavelength from 
a control interface at the sample. We fulfill this requirement by placing the sample on a glass cover slip; the 
index mismatch between the first glass interface and air is sufficient to provide the strong reflection. The 
powers of the 775 nm and 1550 nm beam components at the sample are 0.9 µW and 1.2 µW, respectively. 
An IR objective lens (12 mm focal length) focuses the composite beam onto the sample with a FHWM of 
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Figure 1. Experimental Setup. M1 is a reference mirror; BS is a beamsplitter; 
D1,2 are photodetectors; DM is a 775 nm/ 1550 nm dichroic mirror, O1,2 are 
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about 17 µm at the 1550 nm. The focusing effect of the lens on the CW beam is not important, as we do not 
rely on this wavelength for imaging.  
The back-reflected beams are recombined at the beamsplitter, separated by their wavelength components 
using a dichroic mirror, and measured separately by photodetectors. The resulting heterodyne signals at 
their respective Doppler-shifted frequencies are measured and digitized by means of a 16-bit 100 kHz A/D 
converter. The signals are bandpassed around their respective center heterodyne frequencies and Hilbert 
transformed, to extract their corresponding phases of the heterodyne signals, ΨCW and ΨLC. (The subscripts 
CW and LC will be used throughout to denote the 775 nm CW and 1550 nm low coherence wavelength 
components, respectively.) 
 

3. THE PRINCIPLE OF PRI 
 
We denote the length of the reference and signal interferometer arms as x and x1 respectively. The principle 
of PRI can be illustrated through the simple case where the sample consists of two reflecting interfaces, 1 
and 2. The separation between them is L, and the refractive index of the material between them is n. We 
assume that the first interface is at the end of the signal interferometer arm. We further assume that the first 
interface is a strong reflector at the CW wavelength.  
As we scan the reference mirror and change x, we will see a continuous heterodyne signal associated with 
the first interface that exists across the entire scan due to the CW light. As the first interface is assumed to 
be a strong reflector, the corresponding CW heterodyne signal associated with the second interface will be 
negligible. The continuous heterodyne signal will be anchored with respect to the position of the first 
interface. In other words, every scan of x will have the same heterodyne phase where x = x1. This allows 
the CW heterodyne signal to serve as a convenient ruler which position is fixed with reference to the first 
interface.  
In the case of the low coherence light, we would see two low coherence heterodyne signal envelopes 
associated with the two interfaces in each scan. In these cases, every scan of x will have the same low 
coherence heterodyne phases where x = x1 and where x = x1 + nL. The associated heterodyne signals are 
anchored to the positions of the interfaces. 
A straightforward way to determine if the second interface has moved with respect to the first interface 
would be by assessing if the centers of these heterodyne envelops have displaced with respect to the each 
other. However, this approach is limited by the accuracy to which the envelope centers can be determined. 
In a typical experiment, the accuracy is about 1 µm. This approach will not be sensitive enough to measure 
small length changes. Fortunately, the displacement of the second interface will not only shift the 
associated envelope but also move the heterodyne phase. 
As such, by measuring the low coherence heterodyne with respect to the CW heterodyne phase, we can 
determine the displacement of the second interface with respect to the first interface. Since such length 
measurement can be made to a small fraction of a wavelength, the sensitivity of the technique is very high. 
The above explanation does not account for the fact that the heterodyne signals measurements are made in 
time. In an ideal world where the interferometer is vibration free and where the translation of the reference 
mirror occurs at a constant velocity v, the time traces of the heterodyne signals can be recasted as functions 
of the reference arm length, x. The function can be derived simply from the relation that x = vt. In reality, 
neither of those assumptions holds. Fortunately, the vibration correction mechanism of harmonic phase 
based interferometer allows us to eliminate these effects from the measurements. To understand the 
correction that occurs in the PRI system, we shall now explain the principle in time domain. 
We denote the rate of change of path length difference between the reference and signal arms by v. This 
term includes both the translation velocity of the reference mirror and the jitter of the interferometer. The 
phase of the CW heterodyne signal is given by:  
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with RCW ,j the reflectivity of the interface j at the CW wavelength, and k the optical wavenumber. The 
factors of 2 in the exponents are due to the effective doubling of optical paths in the back reflection 
geometry.  The approximation is valid provided that the first interface is a strong reflector compared to the 

second interface ( 2,CW1,CW RR >> ). The term ∫ t vdt0  is equal to (x - x1 ) from the previous 

explanation. 
The situation is different for the low coherence light. The LC heterodyne phase is given by:  
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with lc the coherence length. When L is larger than the coherence length, the LC heterodyne signal trace 
will consists of two low coherence signals. The heterodyne signal associated with the second interface 

occurs when Lnvdt LC
t
0 ≈∫ . In that vicinity, ),t(LCψ  will be dominated by the contribution from the 

light reflected by the second interface, since the contribution from the light reflected by the first interface is 

suppressed by coherence gating. Lnvdt LC
t
0 ≈∫ . The resulting phase of the low coherence signal 

associated with the second interface can be expressed as: 
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Given that the center wavelength of the low coherence source is chosen to be twice that of the CW source 

( CWLC kk2 = ), we can obtain a difference phase, Dψ , that is simply a function of L by subtracting 

twice of Eq. (3) from Eq. (1): 
 

( )Lnkmod LCLCLCCWD 42 2πψψψ =−= .      (4) 

 
This subtraction yields the phase acquired by the low coherence light wave as it traverses from interface 1 
to interface 2 and back. The effect of interferometer jitter, which is manifested as variations in v, is 
completely eliminated. By periodically scanning the sample and measuring this phase difference, changes 
in L can be determined accurately. As the uncertainty in phase is about 4.5o, we can measure time 
dependent changes in L with an accuracy of about 3.6 nm. 
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Figure 2. PRI analysis of a live HT29 cell monolayer grown on a cover slip. a)
Experimental setup. The graph in b) shows changes in cell thickness when the
osmolality is changed from its normal value to 85% and 115% at t = 230 s. The
maximum cell thickness changes are about 0.2 µm and -1.3 µm, respectively.
The dashed lines indicate the beam profile. 
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We apply the method to study the reaction of cell volume to hypo/hypertonic environment changes. It has 
been previously established using flow cytometry [8] that cells respond to hyper/hypotoncity with an initial 
shrinking/swelling followed by a compensatory, slower reversal of the initial responses.  
We perform a similar experiment with HT29 intestinal epithelial cell monolayers grown to confluency on 
cover slips (Fig. 2a). The cell monolayers are immersed in isotonic buffer (Hank’s balanced salt solution). 
We focus the low coherence beam directly on the cell culture. The index mismatch between the cells and 
the medium causes the top membrane surface to reflect light. The reflection from this interface cannot be 
resolved from the signal arising from the boundary between cover slip and cells as the optical path 
difference is smaller than the coherence length. This prevents extraction of amplitude-based information. 
However, phase-based information describing both of the two interfaces can still be extracted. The phase 
shift associated with either interface can be found by measuring at sufficient displacements from the peak 
interference signal. The focal spot is 17 µm wide, and the average cell diameter is 10 µm, indicating that 
only a few cells are sampled during the experiment. A single cell sampling can be performed by choosing a 
tighter focal spot.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Upon abruptly changing the buffer’s osmolality to 85% (115%) of its normal value, the phase shift Dψ  
associated with the cell membrane surface changes rapidly and then slowly recovers. In the hypotonic 
(hypertonic) case, the maximum change in cell thickness is about 0.2 µm (-1.3 µm) (the refractive index of 
cells is assumed to be 1.36), and the duration of the entire process is several hundred seconds (Fig. 2b).  
We note here that the compensatory reaction to the hypertonic change appears to be slower and weaker 
than the reaction to the hypotonic change. This is consistent with our predictions based on the complexity 
of the compensatory mechanisms. 
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Figure 3. Plot of the experimental measurements of cell membranes 
fluctuations at different temperatures. 
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To our knowledge, this is the first time that cell volume changes of such small magnitudes have been 
observed optically and continuously traced in situ for a few cells. One of the consequences of this ability to 
observe the motions of a few cells is that we can begin to detect metabolically driven motions of cell 
membranes.  
The cell membrane is held in place by a cytoskeleton scaffolding. This cytoskeleton framework is a highly 
dynamic structure. Its primary building blocks are actin filaments, which are stacks of actin monomers. 
These filaments are unstable structures and they maintain their length through a process known as 
treadmilling. By hydrolyzing ATP, actin monomers are added to one end of the filament to replace 
monomers that are constantly being lost at the other end. The energy dependency of the cytoskeleton 
suggests that the agitation level of the cell membrane will likely correlate to the ATP level and various 
chemical reaction rates in the cell. 
We believe the relatively fast and small fluctuations of the trace in Fig. 2b, reflect the normal fluctuation of 
the cell membranes as the cytoskeleton undergoes metabolically driven changes. These observed 
fluctuations are about ten times above our noise limits.  
  

4. Correlating cell membrane fluctuations 
with cell metabolic level 

 
The establishment of a correlation between cell membrane fluctuations and cell metabolic level can lead to 
some important applications. At present, no means exists for determining the metabolic rates of cells on a 
single cell basis. To measure the metabolic rates of cells, a large number of cells is typically observed. In 
such a case, the oxygen intake and carbon dioxide output are sufficiently large for measurement purposes. 
From these measurements, the metabolic rates of the cells can be determined. As with all ensemble 
averaged based measurements, such a determination does not allow observation of variation on an 
individual cell level. 
Since the PRI technique can be applied to observe a single cell, a correlation of membrane fluctuation to 
metabolic rate will permit a cell biologist to assess cell activity on a cell-by-cell basis.    
Prompted by this motivation and the results in the above section, we performed several experiments to 
probe the correlation of cell membrane fluctuations with cell metabolic level.  
In the first set of experiments, the ambient temperature of the cells’ environment is changed. As with the 
previous experiment, we perform the experiments with HT29 intestinal epithelial cell monolayers grown to 
confluency on cover slips. As this cell line is derived from  human tissue, we expect the cells to be 
optimized for operations at 37oC – the normal body temperature. We expect the metabolic rates to be 
lowered at other temperatures where proteins will not operate at their optimal rates.   
The observed membrane fluctuations at 27 oC, 37 oC and 47 oC are plotted in Fig. 3. The difference in mean 
fluctuation at 27 oC from those at the other temperatures is obvious. This correlation with temperature 
suggests that the fluctuation is indeed metabolically related. At present, more detailed experiments into this 
topic are being planned.  
Another way by which we can alter the metabolic rates is by adding a toxin that disrupt the metabolic 
processes to the cells. The deprivation of ATP in the cell should cause the actin filaments to unravel. We 
should expect to see much less fluctuations. At the same time, we should expect to see a gradual fall in cell 
height. We can perform such an experiment by adding sodium azide – a potent poison, to a cell culture. We 
indeed observe a cessation of small fluctuation upon poisoning the cells. In addition, the membrane level 
appears to fall as predicted by our theory. Further experiments are plan ned along this line of investigation. 

 

5. Conclusions 
 
We have demonstrated that PRI is capable of measuring small and slow changes and that, in a biological 
context, it can be employed to study sub-cellular dynamics of a few cells or even parts of a single cell. The 
later can be achieved simply by employing a tighter focal spot through the use of higher power microscope 
objective. As with all phase-based techniques, PRI has to contend with the problem of phase wrapping. 
This phase ambiguity sets a limit on the fastest length change detectable. On the other hand, there is no 
theoretical lower limit to the dynamics which can be measured with this technique. This consideration 
makes PRI a good complement to Doppler OCT, in that together they can potentially measure motions over 
a wide range of magnitudes. 
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The capability of PRI to study sub-cellular dynamics, in particular the fluctuations of cell membranes, can 
have important cell biology applications. For example, if the fluctuation rates are correlated with the 
metabolic rates of the cells, PRI can be applied as a means to measure the metabolic level of biological 
targets on a cell-by-cell basis. Given that cancerous cells have heightened metabolic rates, a system based 
PRI can potentially be used to assess to assess the progression of cancerous development on a single cell. 
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