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ABSTRACT 
 

Today more and more physical objects are being connected to internet. The Internet of 
Things, or IoT, is dramatically changing the way of living and the way we interact with things 
and each other. Home doors can be opened remotely with a watch, cars’ performance can 
be upgraded remotely, devices monitor health and send updates to physicians remotely. 
IoT technology has made some labor-intensive jobs simple and has the potential to simplify 
and enhance nearly every aspect of our lives. On the other hand, increased levels of high 
profile cyber security breaches in recent years have made it clear how important it is to 
make sure these devices are trustworthy and secure. While most users are aware of how 
critical it is to secure their laptops, mobile devices, and apps, due to the seamless ways in 
which IoT devices integrates into our daily lives, users are often unaware of risks 
associated with them.  

At the same time, IoT device makers are aggressively releasing new products in a mad 
race to establish themselves in this emerging market. Increased pressure to differentiate on 
usability based functionalities has spurred products and features that are not properly 
vetted for security. Gartner predicts that by 2020, more than 25% of identified enterprise 
attacks will involve IoT, though IoT will account for only 10% of IT security budgets. As IoT 
continues to grow, vendors will favor usability over security and IT security practitioners 
remain unsure of the correct amount of acceptable risk.1 
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While on the other side of spectrum, there are some devices that are very secure but 
the usability has been compromised to do so. Many product designers and 
developers must deal with both priorities simultaneously and find them to be 
frequently conflicting, creating tensions. 

This exploratory study introduces a framework that can be used to compare the security 
impact of design decisions and functionality changes to an IoT system. The main 
contribution of this study is analyzing existing established usability tools and concepts 
that is used for quick and dirty evaluation and then come up with similar exploratory 
tools that can be used to evaluate security and the relationship between security and 
usability. To understand this relationship better, prioritized list of IoT security attributes 
are identified by analysis of existing literature and 16 semi-structured interviews which 
were conducted based on purposive sampling of security experts. Ultimately the aim is 
to equip non-security person who wants to build an IoT product with an easy way to 
evaluate their product design decisions with a cyber-security lens. Thus, the results of 
this study is presented in the form of 2 different application that will allow them to 
understand underlying factors that they may need to consider to better manage 
risk/reward trade-offs.  
 
 
Thesis Supervisor: Stuart Madnick 
Title: John Norris Maguire Professor of Information Technologies 
MIT Sloan School of Management 
Professor of Engineering Systems, MIT School of Engineering 
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CHAPTER 1: Emergence of IoT and Related 
Security-Usability Concerns 
 

Introduction 
There are many trade-off discussions required to bring products to market in the overall 
software development lifecycle. Frequently, decisions were made based on factors like 
time to market, overall budget, and technical feasibility. In most cases, we identified 
what’s the minimum viable product (MVP) which we can launch within the current 
budget, timeline and technology at hand.  Security, when discussed, was considered as 
part of “technology” discussions and pertained primarily to Quality Assurance tests for 
Cross site scripting (XSS) and other similar vulnerabilities. With the emergence of IoT 
(Internet of Things) systems though, cyber-security should get the same level of trade-
off attention as time, budget and technical feasibility during product design decisions. In 
the context of this work, IoT systems refer to interrelated computing devices that have 
unique identifiers and have the ability to transfer data over network. Here, cyber-security 
means set of technologies, processes and practices designed to protect networks, 
computers, programs and data from attack, damage or unauthorized access. 
 
Unlike laptops, mobile phones, software applications, IoT systems are generally too 
ubiquitous and embedded within a consumer’s lifestyle, making it very easy for 
consumers to overlook the associated risks such as data breach, denial of service, etc. 
Thus, it falls on product managers to make cyber-security a priority for these devices.  
For this study, our focus is on the IoT target system, Artificial Pancreas System, and 
how a product manager of such device can strike a balance between usability and 
security. 
 
While scholars have talked about the security-usability paradox, there is no easy way to 
establish a direct relationship between security and usability attributes. There is existing 
knowledge to explain IoT security concerns; however, if it’s not easy to understand and 
apply by non-security professionals, practical application of this research will remain 
limited. While IoT devices are used across various domains, this work focuses on 
medical devices and, in particular, on an artificial pancreas system that diabetic patients 
use to control their insulin levels. This study further considers a Constructivist lens. This 
leads to the following: 
 
Research Question 
How might product feature prioritization concepts and methods be adopted to optimize 
the balance between functional usability and cyber-security when designing for IoT 
devices? 
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Objectives 

1. Analyze Usability-Security paradox in various systems 
2. Establish the primary beneficiary of this study 
3. Map artificial pancreas system product requirements to 10 usability attributes 

established by previous studies 
4. Establish prioritized list of IoT security attributes 
5. Map artificial pancreas system product requirements to these IoT security 

attributes  
6. Create easy to use tool to test usability-security attribute trade-offs for other IoT 

devices 
 
Contribution 
The main contribution of this study is analyzing established usability tools in 
combination with concepts that are used for quick and dirty evaluation to develop similar 
exploratory tools that can be used to evaluate security. Ultimately the aim is to equip a 
non-security person who wants to build an IoT product with an easy way to evaluate 
their product design decisions with a cyber-security lens. It will allow them to understand 
underlying factors that they may need to consider to better manage risk/reward trade-
offs.  
In this study, the process developed is referred as IoT Security Framework.  
Initially, the system boundary is defined by conducting a Stakeholder Value Network 
(SVN) analysis to understand how the said IoT security framework can benefit and 
affect various stakeholders and identifying the primary beneficiary and persona. 
Persona was introduced by Alan Cooper as part of goal directed design.2 It allows the 
developer to empathize and focus on user’s need while they are using an artefact.3 
Product requirements are then analyzed from a functional usability feature perspective. 
For this study, a consolidated usability model called QUIM (Quality in Use Integrated 
Measurement)4 has been used. Five semi-structured interviews were conducted 
consisting of two diabetic patients, two caregivers and one doctor, all of whom were 
sampled purposively to better understand functional usability features. Next, IoT 
security risks are analyzed from a general point of view and using the artificial pancreas 
system example that contains IoT sensors, communication and storage solutions, 
processing and presentation of the data, and the related interfaces in between.  
 
Then initial heuristics for IoT security attributes is proposed based on initial risk analysis 
and existing scholarly literature. To prioritize the security attributes, 16 semi-structured 
interviews were conducted based on purposive sampling of security experts.  
Finally, as practical application tool, a QFD (Quality Functional Diagram) is plotted to 
establish how functional usability features affect security attributes or not. Another 
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application, System Security Scale (SSS) is proposed which asks 10 simple questions 
around system’s security and provide consequences and guidance on how to fix. 
The target system of this study is envisioned as an artificial pancreas system with 
connected features, making it an  IoT system, that helps diabetic patients manage their 
insulin levels. It also helps other stakeholders, such as caregivers and doctors, to 
monitor the patient remotely. Throughout the study, this target system is used as an 
example. 
 

IoT Technology Evolution in Various Domains 
 
The field of IoT devices is complex and growing. It is predicted to grow to 50 billion 
devices in next couple of years across various domains. See Figure 1. 
 

 
Figure 1 CISCO predicts that by 2020 there will be 8 IoT devices per person on an average 
across the world 

Evolution of IoT Devices – Automotive Examples 
Our cars are also leveraging network technologies to make driving safer and more 
comfortable than ever. “Smart cars” are equipped with automatic parking assist, 
adaptive cruise control, collision avoidance, and remote emergency response to name a 
few features. Dependency on these systems is becoming the new norm. Fully-
autonomous vehicles are the latest and most advanced system that leverages all the 
previous technologies and combines them with internet-connected artificial intelligence. 
As per one study in 2010, world vehicle population topped 1 billion units and is 
growing.5 However, driver-less autonomous could substantially reduce the number of 
vehicles in few decades. One urban designer hypothesizes that, “More than 90% of the 
time, cars are parked somewhere, taking up space, and costing money and resources. 
By trading private vehicles for driverless public taxis and shuttles, we could theoretically 
reduce the number of vehicles by 80% or more and pass the financial and 
environmental savings onto everyone.”6  There is no doubt that autonomous vehicles 
are a game changer and, with big companies like Google, Tesla, Uber and others 
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already in road test stage, it may not be very long before these vehicles replace main 
stream transportation needs. 
 
Evolution of IoT Devices – Consumer Electronics and Home Automation 
Examples 
For human comfort and safety, a variety of mechanical and electronic systems are 
being used at home: from simple mechanical door locks to more complex mechanical 
and electronic systems like home appliances. The development of these appliances 
began in the twentieth-century with the disappearance of full-time domestic 
servants and the desire to reduce the time-consuming activities in pursuit of more 
leisure time.  
 
The twenty-first century saw the rise of the “smart home” as home appliances began to 
leverage network technologies, combining their controls and key functions. For 
instance, energy distribution could be managed more evenly so that when a washing 
machine is on, an oven can go into a delayed start mode, or vice-versa. Increasingly, 
home appliances are being fitted with Internet-connected hardware that allow for remote 
control, automation, communication with other devices, and enhanced functionality.  
 
Evolution of IoT Devices – Utilities and Public Infrastructure Examples 
 
Public infrastructure is infrastructure for public use. For example, air traffic control is 
vital for smooth running of aviation systems. These systems include controllers that 
direct aircraft on the ground and through controlled airspace to prevent collisions and 
help expedite the flow of air traffic. Primary and secondary radar technology is used to 
enhance a controller's situational awareness within their assigned airspace — all types 
of aircraft send back primary echoes of varying sizes to controllers' screens as radar 
energy is bounced off their exteriors, and transponder-equipped aircraft reply to 
secondary radar interrogations by giving an ID (Mode A), an altitude (Mode C) and/or a 
unique call sign (Mode S).  
 
However, with more and more flights in the air, radar based systems need an upgrade. 
NextGen proposes to transform America’s air traffic control system from a radar-based 
system with radio communication to a satellite-based one. As one administrator at the 
Department of Transportation testified before Congress, “Next Gen GPS technology will 
be used to shorten routes, save time and fuel, reduce traffic delays, increase capacity, 
and permit controllers to monitor and manage aircraft with greater safety margins.”7 IoT 
devices and automated systems may, therefore, reduce the amount of information air 
crews need to process at any one time, thus potentially making air transportation safer. 
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Evolution of IoT Devices – Healthcare Examples 
Our lives are becoming increasingly symbiotic with machines as we are applying robot 
technology for the benefit of patients in the healthcare system. Medical devices are 
being used for diagnosis, prevention, monitoring, treatment or even alleviation of 
diseases. They are also being used for replacement and modification of the anatomy: 
IoT devices are becoming a part of us on an anatomical level.  
 
The first implantable device was a pacemaker designed by Dr. Ake Senning in 19588. 
The limited battery life was a huge drawback. It was until early 1970s when first lithium 
iodine pacemaker was built with extended battery life of up to five years. As technology 
evolved, automatic mode switching (automation) was first introduced in early 1990s.  It 
took another two decades to connect them remotely, which made it extremely easy to 
monitor patient health.  
 
This next phase of the evolution of medical IoT devices will require accurate, repeatable 
and safe performance of these devices. Like pacemakers, other devices such as insulin 
pumps, defibrillators, diagnostic machines, operation room monitoring devices and 
surgical instruments have evolved over years and transmit vital health information from 
patient’s body to medical care takers.  
 
Gartner's hype circle for emerging technologies predicts maturing technology and 
market adoption based on their extensive research. As shown in Figure 2 many of these 
IoT related technologies and applications across domains like IoT platform, smart 
robots, connected home and autonomous vehicles are just reaching "Peak of inflated 
expectations" and "Trough of Disillusionment"9 and IoT developers and vendors do not 
have a lot of previous learning to lean upon.  
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Figure 2 Gartner Hype circle for Emerging technologies, 2016 

Many of these IoT device companies are start-ups.10 All they want is to stay ahead in 
this race to win the IoT device war. They are neither motivated nor have resources to 
vet security of these devices. This study aims to fill that gap by providing an easy to 
follow tool that will motivate users by providing them a prioritized list of security 
concerns based on their specific product needs and how to reduce them. 
 
IoT Hyper Connectivity and Cyber-Security Risks  
 
With the emergence of cloud computing and IoT technologies, cyber security risks have 
grown multi-fold. Let’s consider IoT examples from healthcare: insulin pumps and 
implantable devices. These devices pose huge security and privacy risks as some of 
them can be remotely controlled. Jay Radcliff, a security researcher interested in the 
security of medical devices, raised fears about the safety of these devices. He shared 
his concerns at the Black Hat security conference. Radcliff fears that the devices are 
vulnerable and has found that a lethal attack is possible against those with insulin 
pumps and glucose monitors.11 While these connected devices save lives, the security 
failure of them can cause the loss of lives as well. 
 
Similarly, the powerful hyper-connectivity of public infrastructures like NextGen air traffic 
control system ADS-B brings potential vulnerability. Some security researchers have 
demonstrated how these signals can be spoofed to create fake planes in the sky and 
create chaos.12 Nearly all public infrastructures—including rail systems, public 
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transportation, traffic monitoring, utility services, waste and sewage disposal—are in the 
process of using digital technologies to make them more efficient and responsive to 
society’s growing needs. However, these same technologies also make them vulnerable 
to security risks.  
 
In late 2016, Distributed Denial of Service (DDoS) attack against the France-based 
hosting provider OVH was record breaking. That attack reached over one Terabit per 
second (1 Tbps) and was carried out via a botnet that infected 150,000 IoT devices.13 
Less than a month later, a massive and sustained Internet attack caused outages and 
network congestion for many web sites. This attack was launched with the help of 
hacked IoT devices, such as CCTV video cameras and digital video recorders, and 
impacted websites from high-profile organizations, including Twitter, Amazon, Tumblr, 
Reddit, Spotify and Netflix. 
  
Mirai, a malicious botnet, was used to hijack the connected IoT devices. It exploited the 
default usernames and passwords set by the factory before the devices were shipped to 
customers. Mirai can launch HTTP floods, as well as various network DDoS attacks, 
including DNS floods, UDP floods, SYN and ACK floods, GRE IP and GRE ETH floods, 
and STOMP (Simple Text Oriented Message Protocol) flood. 
 

Cloud Computing Success Turning Everything into Internet 
of Things 
 
In the last few years, there has been a dramatic shift in the evolution of business 
computing. This evolution has helped to drastically increase employee productivity, and 
it enables the business to do things they could never do before.  Organizations are 
redefining how they work, using technology. This ranges from communications, 
collaboration, voice, video, and business intelligence. These advantages also bring new 
risks and security issues that were previously unimaginable.  
 
McDonalds has used technology to transform their business. Every order and every 
menu item is optimized in real-time around the world. They can do this because they 
process all transactions through a centralized analytics engine. 8,600 transactions per 
second are processed in their commerce platform from all stores around the globe, 
making every second count.14 This is something they couldn’t have done before 
because it would have been out of date using traditional methods. The cost savings, 
operational efficiencies, and ability to scale their business this fast would have been 
impossible without the advent of cloud computing. 
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Just a couple of years ago, any kind of documentation work required parties to be 
physically present wherever their signatures were needed. However, digital products 
like Docusign are completely changing the way signatory requirements are 
accomplished. Moreover, people traditionally collaborated on documents using products 
like Microsoft Word and emailing revised files. Now, however, companies can have 
employees jointly editing documents in real time with technology from products like 
Google Docs or Box. This dramatically reduces editing churn and improves output.  
 
The examples mentioned here won’t scale without cloud computing. The cloud has 
enabled technology evolution to be far more dramatic, effective, and accessible to any 
company. Previously, these kinds of tools would only be accessible to massive multi-
national companies, but now anyone can take advantage of such innovation with a few 
clicks. Amazon Web Services, by far the largest public cloud provider, is seeing 
massive adoption. They have millions of active customers across many companies. 
From huge enterprise IT companies like Cap One, to Commonwealth Bank of Australia, 
Shell, BP, GE, Schneider Electric, Samsung – every imaginable vertical business is 
using AWS and similar cloud services now. Figure 3 below shows how unprecedented 
amount of data will flow between connected devices in next couple of years predicted 
by a research firm.  
 

 
Figure 3 IDC predicts by 2020 there will be 25+ billion IoT devices transacting 50 trillion GBs of 
data 

Let’s consider robots – traditionally, they were built to do a very specific repetitive task 
effectively that needed robots to have that intelligence inbuilt. For example, a company 
called iRobot builds robots for household cleaning chores. But now the robots are 
connected to cloud, turning them into IoT. Previously, robots were custom built to do a 
single specific task. Now, these robots can have access to all possible artificial 



 17 

intelligence in the cloud, making them far more effective and smarter to do a wide array 
of complex work that needs creativity to apply multiple concepts together.  
 
This conversion of everyday things into IoT has exploded and the market predictions 
from various global research companies reflects that. 
 
Summary 
Internet of Things has great potential to make huge positive impacts across different 
domains but with such great power, it’s important to implement it responsibly. If power 
of IoT goes into wrong hands, it can create havoc. Thus, it’s important to make these 
systems resilient to any cyber-attacks. 
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CHAPTER 2: Security Usability Paradox  

 
Figure 4 Uber- A ride hailing app 

A few months ago, I was taking an Uber (Figure 4) home from the airport with my wife. 
We recently bought a house and were looking for some renovation work and discussing 
a few ideas on the way. The very next day, I received a call from an unknown number—
the caller said, “Hello Mr. Dutta, I am [caller’s name] calling from [company name]. I 
would love to discuss the home renovation project you are planning to undertake in your 
home.” At this point, his words started blurring as my mind was racing in different 
directions on how did this guy know all these details? Was it the city that informed 
them? Was it UBER? The timing was suspicious. That got me thinking more on this. 
  
Security and usability 
Everyone loves UBER. It’s quite easy to hail an UBER ride at a tap. But can UBER be a 
privacy risk? Can we say that we have compromised our privacy for a better experience 
and usability? 
  
I started digging deep into this question. I looked into CAPTCHA- "a program that 
protects websites against bots by generating and grading tests that humans can pass 
but current computer programs cannot. For example, humans can read distorted text as 
the one shown below, but current computer programs can't."15I realized that in websites 
when security measures like CAPTCHA are added, it makes the website more secure, 
but the conversion rates for those websites drops significantly as usability is reduced. 
  
Looking at health care systems, in certain types of insulin pumps, a physician has all the 
vital information, including the patient’s blood glucose level at the moment when they 
step into the clinic. To enable this, the insulin pump has an always-on Bluetooth sensor. 
This convenience comes at the cost of high security risk, where it’s possible to tamper 
with the device remotely with serious consequences. 
  
Finding a balance 
Such examples promote a common belief that that security and usability are two 
antagonistic goals within system design. Simson Garfinkel, in his doctoral thesis at MIT, 
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argued that there are many instances within which security and usability can be 
synergistically improved.16 This is possible by revising the way that specific functionality 
is implemented in many of today’s operating systems and applications. Garfinkel further 
explains that, in every case considered, it is shown that the perceived antagonism of 
security and usability can be scaled back or eliminated by revising the underlying 
designs on which modern systems are conceived. The errors in system design, 
computer user interfaces, and interaction design can lead to common errors in secure 
operation. 
  
By identifying and correcting these errors, users can naturally and automatically 
experience more secure operation. IoT devices can benefit hugely from an established 
set of design frameworks which are optimized for security operations. 
  
Patterns for better or worse 
While such incidents are scary, IoT devices make our lives easier. The potential for IoT 
is limitless. However, while security is a potential risk, we cannot afford to not seize the 
opportunity to exploit IoT capabilities to its fullest.  What we need is discipline 
governance or a rule book on how to securely use these products. 
  
Garfinkel refers to these frameworks as simple patterns. Developers and the 
organizations that employ them must analyze their risks, the cost of proposed security 
measures, and the anticipated benefits. Be it security or usability, neither should be 
added to a system as an afterthought. Instead, security and usability must be designed 
into systems from the beginning. By providing pre-packaged solutions to common 
design problems, patterns can address this deficit. 
  
A great example of a Usability Pattern is “Copy and Paste” or “Drag and Drop.” These 
patterns have dramatically changed the usability of computer systems. Similarly, 
security patterns, such as using the Secure Socket Layer (SSL) to “wrap” clear text 
protocols and Email-Based Identification and Authentication for resetting passwords, 
have allowed developers untrained in security to increase the security of their systems. 
Patterns that align security and usability of IOT devices can create that much-needed 
rule book for IoT developers. 
  
IoT systems must be viewed as socio-technical systems that depend on the social 
context in which they are embedded to function correctly. The security mechanisms will 
only be able to provide the intended protection when people understand and can use 
them correctly. 
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It is worth noting that patterns are powerful and can positively or negatively impact a 
system’s security. The IEEE center of secure design has highlighted notable examples 
of bad IoT security patterns.17 
 
Baby Duck Authentication  
When a baby animal is born, it assumes that the first animal it sees must be its mother, 
and it must be an animal of the same type. Internet of things can do something similar, 
such as accept a connection on a USB at boot time, join a network with a well-known 
SSID, accept a connection on a well-known URL, socket, or port, or trust any device 
that connects to a special debugging port (e.g., a JTAG port). Since the device trusts it’s 
mother, convincing the device to do so is usually the first step in undermining its innate 
security.18 While this may sound super convenient from usability stand point, it's a very 
risky pattern. 
 

Secret Handshake  
The Secret Handshake does not require any physical manipulation like pressing a 
special button. While the device is online and working normally, it is always ready to 
complete a Secret Handshake that indicates membership in the club of privileged users. 
Secret Handshakes can include specially crafted packets based on timing, ports, IPs, 
and payloads or holding a power line at a certain voltage for a specific interval. After 
validating the Secret Handshake, the device might be willing to accept a firmware 
update, reset to its last known good configuration, enter a special mode (such as sleep 
or wake), or trigger an unintended action.18 
 
All the above examples demonstrate how small usability feature and convenience can 
come with huge risk if the wrong patterns get established. 
 
EXAMPLE: CAPTCHA Security-Usability  
 
As per one moderated study by distil networks19, when CAPTCHA was present, people 
were on average 12% less likely to continue to the content. This number was 27% for 
mobile devices only. CAPTCHA can be very difficult for users. As per another study 
CAPTCHAs can be particularly difficult for foreigners. Whether the length of 
strings used in a scheme is predictable or not can have interesting implications for both 
its security and usability. The use of color in a CAPTCHA can have an impact on its 
usability, security, or both. The study showed how characters in google CAPTCHA can 
be confusing as shown in Table 1. Also, Table 2 shows distortion, content and 
presentation issues with CAPTCHA.20 
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Table 1 Confusing characters in the Google CAPTCHA 

 
Table 2 Usability issues with CAPTCHAs 
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EXAMPLE: Two-Factor Authentication 
Two-factor authentication is a security solution requiring the verification of two different 
modalities of authentication components. Typical components include: knowledge (e.g., 
passwords), possession (e.g., bankcard) and physical attributes (e.g., fingerprint). Two-
factor solutions provide enhanced security by combining more than one authentication 
type, such that if a customer’s password is compromised, the second factor will provide 
an extra barrier to fraudulent entry.21 
 
In a controlled experiment with 61 banking customers, a knowledge-based, single-factor 
authentication procedure based on practices commonly used in the financial services 
industry was compared with a two-factor approach where, in addition to the knowledge-
based step, a one-time passcode was generated using a hardware security token.  
 
This experiment investigated user perceptions of the usability and security of single-
factor and two-factor authentication methods which showed how usability gets degraded 
with better security in the automated telephone banking sector.22 While the results were 
derived from multiple factors, Table 3 shows preference rank from those 61 users as an 
example. It is very clear that users preferred the ease of use of single factor 
authentication but also wanted the security provided by 2 factor authentications.  
 

 
Table 3 Preference rank for the 2 Factor Authentication single factor authentication.22 

 
EXAMPLE: Bluetooth Security Usability 
Bluetooth technology is an industry-standard to connect devices in proximity. While it 
enhances the user experience due to its wireless portability, many researchers have 
identified security loopholes. For example, spoofing through keys or a “Man in the 
middle attack” is how the identification and encryption keys are stolen before the start of 
a session which can be then used to impersonate and communicate. Another type is 
spoofing through Bluetooth address. Each Bluetooth device has its unique ID. While a 
user thinks, they are connecting with a trusted device, an intruding device can change 
its address to match a trusted device address and get unauthorized access.23  
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Summary 
At first glance, it will always look like security and usability are antagonistic, but by 
setting good practices, patterns and principles, security and usability can be improved 
synergistically. We will look into this further in our study ahead. 
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CHAPTER 3: Defining System Boundary and 
Stakeholders 
 
For ease of explanation, in this chapter "IoT Security Framework" represents the 
proposed applications that is derived from this study. The proposed IoT framework can 
benefit or affect a lot of different stakeholders. In this chapter, system’s approach is 
used to analyze relationship. Typically, it starts with identifying stakeholders and 
beneficiaries. Then needs of those stakeholders are characterized and interpreted into 
set of prioritized goals to establish metrics.  
 

Stakeholders and Beneficiaries Needs 
A stakeholder in an organization (corporation, government, project, etc.) is “any group 
or individual who can affect or is affected by the achievement of the organization’s 
objectives”24. Beneficiaries are those who benefit from the proposed IoT framework. 
The outcome directly or indirectly addresses their needs. Beneficial stakeholders 
receive and give while charitable beneficiaries receive benefit, but do not provide 
resources to the project. Problem stakeholders give resources to the project, but get 
little or no direct benefit. In this scenario, the “project” is IoT security framework. 

 
Figure 5 shows qualitative assessment of stakeholders and beneficiaries for the proposed IoT 
security framework 

To make the framework really work and improve IoT security, the thinking is expanded 
and one can see that all the beneficiaries become stakeholders. Figure 5 shows project 
deliverables need endorsement from IoT vendors to have a meaningful impact so they 
are the project’s beneficial stakeholder. Also, endorsement from consumers, security 
researchers and regulators etc. will indirectly help IoT vendor to endorse this 
framework. Thus, they become beneficial stakeholders too. No problem stakeholders 
were identified.  
Since, our goal is to define a IoT security framework, it is our focal organization for this 
study. Figure 5 identified that there are at least 7 potential beneficial stakeholders but 
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this needs to be narrowed down further to conduct a focused study. For example, this 
study can further explore how a consumer or customer of a IoT device can benefit from 
this IoT Security Framework to make buying decision or it can evaluate how IoT 
vendors can use it to improve their product security posture. So, a need analysis is 
done to identify which stakeholder may be benefited most. Need is a product attribute 
that exists in the mind of beneficiary. It is the overall desire or want or a wish for 
something which is lacking. It also includes opportunities to fill unexpressed or 
unrecognized needs. The Figure 6 shows the identified primary and secondary benefit 
of this framework to various beneficiaries. The primary beneficiaries are IoT device end 
customer, the vendor (including product managers, developers of the device), 
government, Investors, security vendors and Insurance company. Clearly IoT vendors 
seems to get the most value from the said IoT security framework. These are explained 
in further details in next section.  

 
Figure 6 Beneficiaries and their needs 

 
Stakeholder Value Network 
A stakeholder value network (SVN) is a multi-relational network consisting of a focal 
organization, the focal organization’s stakeholders, and the tangible and intangible 
value exchanges between the focal organization and its stakeholders, as well as 
between the stakeholders themselves.25 We can analyze the intensity of benefit based 
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on Kano Analysis26 which prioritize the needs into “must have”, “should have” and 
“Might have” to create benefit ranking. Based on benefit ranking, we can make trade-
off decisions on product design and development.  
 
In Figure 7, SVN analysis is conducted to identify the benefits and needs shared 
between previously identified beneficiaries. Since, one of the primary objective of this 
study is to create easy to use tool to test usability-security attribute trade-offs for other 
IoT devices, the IoT Security Framework is identified as the focal point. Then, the 
various stakeholders are connected to the focal organization color coded by intensity of 
benefits.  
 
"Must Have" relationships are identified between IoT device maker and proposed IoT 
security framework which deals with transfer of knowledge primarily while the other 
must have relationship is between IoT Device makers and Consumers which deals 
exchange of value (Money against Device or application).  
 
"Should Have" needs are established between the following: IoT Security Framework 
needs security vendors for knowledge transfer. Security vendors also helps IoT device 
makers to make their product secure in exchange of money. IoT device makers also 
needs to produce value and provide return on investment to their investors who paid 
device makers money in 1st place to set up business. Certain type of consumers of 
these IoT devices like medical devices may have insurance in exchange of insurance 
premium. 
   
"Might Have" needs are established between the following: IoT device makers needs to 
maintain compliance that is set by regulatory bodies. These regulatory bodies are 
managed by government which also provides workforce for law enforcement. Cyber-
criminal needs to be put to justice by law enforcement. This is though quite far from the 
focal organization and is thus beyond system boundary. 
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Figure 7 SVN Analysis of IoT Security Framework which shows benefit ranking  

 
Stakeholder Value Network- Artificial Pancreas System 
The heuristics for identifying the product requirement involved 5 semi-structured 
interviews that were conducted consisting of 2 diabetic patients, 2 caregivers and 1 
doctor, all of whom were purposively sampled to better understand functional usability 
features. The other data point was class lecture and notes from Morales 27 who 
researched extensively around artificial pancreas system needs while working on such 
devices at his previous employer. 
 
Figure 8 shows the primary stakeholders for an artificial pancreas system and Figure 9 
shows the benefit for the direct stakeholders. 
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Figure 8 Various identified stakeholders during lifecycle of artificial pancreas system 

 

 
Figure 9 Primary direct beneficiaries of artificial pancreas system and their needs 
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Once the stakeholders and beneficiaries are defined, the SVN analysis is done by 
keeping IoT security Framework as the focal organization but changing the context from 
a general IoT device to a more specific artificial pancreas system. Based on the 
principles of kano analysis and discussion with artificial pancreas system specialist Mr. 
Carlos Morales 27 from Johnson and Johnson, SVN analysis in figure 10 shows the 
following: 
"Must Have" relationship between patient, device maker, care giver and clinical team at 
one side while another strong relationship is identified between the proposed IoT 
security framework and the device maker. Patient pays device maker, clinical team, 
care giver, insurance company and customer service in exchange of the actual device, 
medical services, health monitoring, coverage and services respectively from those 
stakeholders. 
 
"Should Have" relationships is established between IoT security framework and 
Security vendors through knowledge transfer. Also, Investor invest on Artificial pancreas 
maker in exchange of return on investment (ROI). Security vendor provides security 
tools to artificial pancreas maker in exchange of money to secure the pancreas system. 
Patient is in should have relationship with clinical team, customer service to get services 
against payment. Also, patient gets medical insurance coverage by insurance body 
against subscription payment. 
 
"Might Have" relationship is established between artificial pancreas maker and 
regulatory bodies where the former might have to provide compliance report to 
regulatory bodies to get regulatory approvals. 
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Figure 10 SVN Analysis of IoT Security Framework for artificial pancreas system showing 
benefit ranking 

Findings 
Although multiple stakeholders can benefit from the proposed IoT security framework, 
IoT device maker is one of the primary stakeholder by benefit ranking priority. The other 
stakeholder with equally high benefit ranking is consumers. As the thought process was 
expanded, security vendors, Insurance companies, law enforcement, government and 
regulatory bodies also became direct or indirect beneficiaries. Although not within 
system boundary, it is worth noting that this IoT security framework ultimately can affect 
Cyber criminals. 
Detailed artificial pancreas SVN analysis showed similar results with Device maker 
being the primary stakeholder along with the consumers where the consumers are the 
patient and his/her care giver and clinical team. 
 

Stakeholder in Focus 
This study primarily focuses on IoT device maker for all further analysis going forward. 
As part of future work, this study briefly mentions how end users of IoT devices can 
benefit from this IoT framework but further analysis is not in scope. 
 



 31 

Persona and Goals 
Here is a hypothetical persona of a typical user who this study assumes may be using 
this IoT security framework  
Role: Product manager/ Developer of IoT device maker 
Goal: Need to ship new features and make product successful commercially. 
Problem: Needs to understand the security implications to feature requests before 
implementation. 
Solution: IoT framework makes John aware of potential security issues and better 
protect the company from releasing products that introduce unanticipated risks to their 
customers. It gives the persona a leg to stand on when negotiating feature requests 
from customers, developers, and management. 
How: IoT security framework can be used to compare various designs to come up with 
the optimized option which does justice to both functionality and security. Ideally it will 
help make faster and more informed trade-off decisions. 
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CHAPTER 4: Functional Usability Features and 
Product Requirements 
 
Usability as Functional Product Requirement 
At a high level, any product has two types of requirements: Functional requirements 
specify what the system should do. Non-Functional requirements specify how the 
system works or how the system should behave. Usability is degree of ability of 
anything to be used. Generally, usability is a non-functional requirement but sometimes 
certain usability enhancement itself can be a new functionality. Usability features with 
major implications for product functionality are incorporated as functional requirements 
and are termed as functional usability features.28 Recent studies have targeted the 
relationship between usability and functional requirements. Cysneiros et al. suggest 
identifying functional requirements that improve certain usability attributes 29. Following 
such catalogue to achieve usability goals might even help to disclose new functional 
requirements.  
 

General Usability Requirements 
There is a lot of usability literature and frameworks which provides recommendations on 
how to build usable products. As an example, J. Nielsen talks about them as design 
heuristics30, others call them principles of usability31, usability guidelines32 etc. as 
shown in Table 4. 
Even various standards have different definitions for usability: 

• “A set of attributes that bear on the effort needed for use and on the individual 
assessment of such use, by a stated or implied set of users”33 

• “The extent to which a product can be used by specified users to achieve 
specified goals with effectiveness, efficiency and satisfaction in a specified 
context of use”34 

• “The ease with which a user can learn to operate, prepare inputs for, and 
interpret outputs of a system or component”35 
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Table 4 Usability attributes of various standards or models36 

In more recent times many researchers have tried to consolidate various models to 
create a consolidated model of measuring usability. For this study, one such model 
called Quality in Use Integrated Measurement (QUIM) is used. It consists of 10 usability 
factors that are decomposed into 26 sub factors. 
 
QUIM 10 Usability Attributes  
Here is the list of 10 usability attributes that is defined by QUIM in the consolidated 
model as per Seffah et al.4 



 34 

 

Functional Usability Feature Requirements- Artificial 
Pancreas System 
 
Like previous chapter, to demonstrate functional usability feature requirement gathering, 
an internet connected artificial pancreas system will be used. Following 3 sources are 
used to gather the requirements: 
 
Firstly, Morales 27 in his guest lecture at MIT SDM program provided information on his 
requirement gathering methodology for artificial pancreas system at Johnson and 

1. Efficiency, or the capability of the software product to enable users to expend appropriate  
amounts of resources in relation to the effectiveness achieved in a specified context of  
use.  
 
2. Effectiveness, or the capability of the software product to enable users to achieve  
specified tasks with accuracy and completeness.  
 
3. Productivity, which is the level of effectiveness achieved in relation to the resources (i.e.  
time to complete tasks, user efforts, materials or financial cost of usage) consumed by the  
users and the system. In contrast with efficiency, productivity concerns the amount of  
useful output that is obtained from user interaction with the software product… 
 
4. Satisfaction, which refers to the subjective responses from users about their feelings  
when using the software (i.e., is the user satisfied or happy with the system) 
 
5. Learnability, or the ease with which the features required for achieving particular goals  
can be mastered. It is the capability of the software product to enable users to feel that  
they can productively use the software product right away and then quickly learn other  
new (for them) functionalities.  
 
6. Safety, which concerns whether a software product limits the risk of harm to people or  
other resources, such as hardware or stored information. It is stated in the ISO/IEC  
9126-4 (2001) standard that there are two aspects of software product safety, operational  
safety and contingency safety. 
 
7. Trustfulness, or the of faithfulness a software product offers to its users… 
 
8. Accessibility, or the capability of a software product to be used by persons with some  
type of disability (e.g., visual, hearing, psychomotor) …  
 
9. Universality, which concerns whether a software product accommodates a diversity of  
users with different cultural backgrounds (e.g., local culture is considered).  
 
10. Usefulness, or whether a software product enables users to solve real problems  
in an acceptable way. Usefulness implies that a software product has practical utility,  
which in part reflects how closely the product supports the user’s own task model.  
Usefulness obviously depends on the features and functionality offered by the software  
product. It also reflects the knowledge and skill level of the users while performing some  
task (i.e., not just the software product is considered). 
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Johnson company. The materials he provided includes his research on day of a patient 
with diabetes and his caregiver. Figure 11 shows a sample schedule of a diabetic 
patient illustrating how within a day blood glucose levels of a patient can go up and 
down multiple times based on food intake. 
 

 
Figure 11 Schedule of a diabetic patient (Carlos O. Morales) 

Secondly, SVN analysis of Artificial Pancreas system in chapter 2 helped to identify 
several others like clinician, customer service, regulatory bodies, doctors etc. as 
stakeholders and their needs. 
 
Thirdly, 5 semi-structured interviews were conducted consisting of 2 diabetic patients, 2 
caregivers and 1 doctor, all of whom were purposively sampled. Both of those patients 
used a model of artificial pancreas system that were not connected to internet (Figure 
12). Due to time constraints and privacy concerns, finding further interview candidates 
was challenging. Although this sample size seems low, there is no consensus between 
experts on the number of participants for a qualitative research study. It could be argued 
that the number of participants within this study was close, or equal to, that 
recommended by several such experts. Kuzel37 for instance, suggests that six 
interviews could address research questions adequately should the sample be 
homogeneous, as is the case of this study. Further, Romney, Batchelder, and Weller38 
assert that four individuals are enough should those individuals be highly 
knowledgeable within the domain in question. As the participants were purposively 
sampled39 based on their knowledge of artificial pancreas systems, this is likely. To that 
end, it is anticipated that the findings from this study are both reliable and valid, at least 
from a qualitative perspective. The last point is an important one as reliability and 
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validity are synonymous with quantitative research. In this context, reliability and validity 
refer respectively to the transferability of learnings and trustworthiness of participants40. 
 
 

 
Figure 12 Current device used by one of the diabetes patient interviewed for this study 

 
Here is list of stakeholders’ top functional usability feature requirements from a 
proposed connected artificial pancreas system based on the research mentioned 
above. As shown in table 5, once the functional usability features were identified, the 
research participants were asked to rank features by importance between 1-10 scale 
where 1 is most important. In the sum column, rankings from each participant is added.  
 
Now to determine the Average Priority, the scale used is 1-5 where 5 is the highest 
priority. The higher the "Sum" column is, lower the average priority rating is.   
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Table 5 Top Functional usability feature requirements for Artificial pancreas system mapped to 
QUIM most relevant usability attributes 

Summary 
Previous usability literature pointed that sometimes non-functional features like usability 
turns into functional usability features for some systems that has major usability 
implications. It is analyzed how there are many usability principles and how QUIM has 
consolidated them into 10 specific attributes for the sake of generalization. Then the 
information from class lectures, SVN analysis from chapter 2 and the interview data is 
used to create list of top usability requirements for a connected artificial pancreas 
system as an example of requirement gathering. A prioritized list of product 
requirements is created for proposed connected artificial pancreas. The result of this 
general usability attributes and specific artificial pancreas system requirements will be 
used in next chapters. 
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CHAPTER 5: IoT Security Analysis  
 
“Art is never finished, only abandoned”—Leonardo da Vinci 
 
One can always go back and touch up a painting, rewrite a lyric or melody. Art is never 
done. It is never complete. It can always be refined. As User Experience designers, we 
iterate on our product design, collect feedback, iterate again. When we achieve, 
something called MVP (Minimum Viable Product) or MDP (Minimum Desirable Product), 
the product is released for users to use. Then we again get back to loop- collect 
feedback, iterate design. 
 
In Cyber security, this concept is even more relevant. “It is sometimes depressing to see 
how I remediated 25% of all vulnerabilities in our network over last 30 days and still my 
metric does not reflect that because during the same period of last 30 days, another 
21% of total volume of new vulnerabilities are discovered in our network” said one of the 
security expert interviewed who runs the vulnerability management program for a mid-
size company. He further added “You can never get rid of all security risks in your 
network. Instead you need to prioritize top security risks and mitigate them”  
 
The aim for this study is to do just that. What is the top 10 things, one must consider 
when designing and developing an IoT product?  
The study heuristics involved deep dive into relevant literature study and based on 
various security concerns discussed in various literature- a list of 15 primary IoT security 
attributes is complied. Then a security threat analysis for the identified target system- 
Artificial Pancreas system is conducted. 
 
Next, 16 security experts were interviewed to stack rank those security attributes and 
came up Top 10 security issues that covers all attributes. We will talk about relevant 
application in chapter 5. 
 

IoT Security Concerns 
Security concerns for IoT devices are relatively a recent phenomenon but it still has a 
fair amount of relevant existing scholarly literature. Since one of the purpose of this 
study is to prioritize most concerning aspects of IoT security, a comparative study of 
literature study is created as shown in Table 6 depicting common security concerns and 
principles discussed. 
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Braz et al. 
(2007)41 

Babar et al. (2010)42 Alam et al. (2011)43 Rihai et al. (2013)44 

Confidentiality Confidentiality/ Secure 
storage 

Confidentiality Privacy 

Integrity Integrity/ Secure storage Integrity Safety 
Availability Availability Availability Reliability 
Authentication Data Authentication Authentication  
Authentication Identity management Authorization Identification 
Access Control Access Control Access Control Responsibility 
Trustfulness Secure network access, 

content and execution 
environment 

Trustworthiness Trust 

Table 6 A comparative study of literature identifying common security concerns 

This study also referred to IoT security guidance published by the Open Web 
Application Security Project (OWASP)45 which is a worldwide not-for-profit charitable 
organization focused on improving the security of software. 
 
The findings from literature study is then discussed with security experts. To prioritize 
the security attributes and create set of guidance, 16 semi-structured interviews were 
conducted based on purposive sampling of security experts.  
 
What can go wrong? 
Primary effects of security attack or accident can be broadly divided into the following 3: 
 

Confidentiality 
Confidentiality is the protection of information, especially when shared over a 
publicly accessible medium such as air for wireless. Confidentiality can be 
achieved through encryption. Different existing symmetric asymmetric encryption 
schemes can be leveraged to ensure confidentiality.43 For example, hackers can 
get access to home monitoring camera and use that to blackmail or a patient's 
vital health data can be compromised if an artificial pancreas system is hacked. 
  
Integrity 
Integrity involves the protection of data and makes sure that no unauthorized 
modifications occur. Integrity on protection of sensor data is crucial for designing 
reliable and dependable IoT applications. One way this is ensured is by message 
authentication codes (MAC) using one way hash functions.43 For example a 
home or hotel door lock can be hacked to have unauthorized access for theft. 
Similarly, it can be catastrophic if hackers have access to control a patient's 
insulin dose and it can potentially kill the patient. 
 
Availability: Availability, which is specific to IoT, ensures that information is 
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available when required. For example, in a smart home if the attacker knows the 
consumption monitoring service, he can launch the denial-of-service (DoS) attack 
by just trying to send false service requests and the sensor nodes are incapable 
of handling huge number of requests due to resource limitations. Since any 
transmission (i.e., receiving or sending) consume power, the node will eventually 
run out of its battery and make it unavailable.43 For example, due to an attack or 
malfunction, user may lose remote control functionality of their furnace resulting 
in frozen pipes. In case of an artificial pancreas system, care givers may lose 
access to monitor patient's insulin level which can be potentially dangerous 
specially in the case of kids who do need more supervision.      

 
IoT Security Attributes 
Here is the introduction to list of top security attributes identified. The next section 
discusses how some of these attributes affects an artificial pancreas system. We will 
discuss them holistically in much more detail in next chapter with practical applications. 

 
Physical Security 
“When I am in a penetration testing assignment for a IoT vendor, my rule of 
thumb is that in any scenario, the device should not be able to harm people, 
property and the surrounding environment.” said one of the security expert during 
the interview. 
When referring to IoT systems, physical security is all about making sure people, 
property, surrounding environment and the device itself is not harmed in case of 
accident or attack. Physical security also refers to safety of the system physically 
for example if the IoT device itself can be damaged or stolen? 
 
Remote Control  
Wireless technologies are becoming more popular around the world and the 
consumers appreciate this wireless lifestyle 56 Technologies like WiFi which is a 
wireless networking using RF (Radio Frequency) and BLE (Bluetooth Low 
Energy) are used in IoT devices widely for ease of use. Improper encryption can 
lead to data leak or access to the device remotely. 
 
Maintenance 
It is critical for IoT devices to allow for regular maintenance including patching 
and upgrades. Gartner predicts that as IoT continues to grow, vendors will favor 
usability over security and IT security practitioners remain unsure of the correct 
amount of acceptable risk.  
 
Authentication 
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Authentication involves the mutual verification of routing peers before they share 
route information and ensures shared data origin is accurate. For example, both 
the service provider and service consumer needs to be assured that the service 
is accessed by authentic user and service is offered by an authentic source.  
  
Authorization  
It consists of access polices that explicitly assign certain permissions to subjects. 
The IoT environment needs to provide fine-grained, re-useable, dynamic, easy to 
use polices defining and updating mechanism.43 
 
Input Validation  
One of the security expert interviewed mentioned that the first commandment of 
secure programming is, "Thou shalt not trust user-supplied input." 46 All 
applications require some type of user input. User input could come from a 
variety of sources, an end-user, another application, a malicious user, or any 
number of other sources. Input validation can be used to detect 
unauthorized input before it is processed by the application.47 
 
Cleaning  
Cleaning involves sanitization and data validation which is conducted to ensure 
that a program operates on clean, correct and useful data. It uses routines, often 
called "validation rules" that check for correctness, meaningfulness, and security 
of data that are input to the system. Rather than accept or reject input, it is 
changed to an acceptable format. Any characters which are not part of an 
approved list can be removed, encoded or replaced.48 
 
Transport Security  
Device can be "tricked" into sending data to unintended, unauthorized endpoints 
thus it needs to be ensured that all applications are written to make use of 
encrypted communication between devices and between devices and the 
internet using accepted encryption practices.45 
 
Sensitive Data  
If a device stores and transmits PII (Personally identifiable information), collect 
passwords or any similar data that can be misused, it is dealing with sensitive 
data. The loss of personal sensitive data can cause financial loss, a ruined credit 
rating, and years of hassles as he or she struggles to recover from identity theft 
and thus needs to be handled responsibly. 
 
Data Storage 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Data storing securely involves preventing unauthorized people from accessing it 
as well as preventing accidental or intentional destruction, infection or corruption 
of information 

 
Encryption 
No data should be stored in clear text. They are converted into a code with 
standard encryption practices to prevent unauthorized access. In IoT devices, it 
is advisable to not store data locally but always stream it to a powerful server 
where it can be easily encrypted.49 
 
Auditing  
The IoT environments need to know when their services are accessed, who is 
making the service request, when the request is happening.  
 
Error Investigation  
In case of an attack or accident, error investigation is crucial to understand what 
went wrong so that it can be prevented from causing further damage and 
reoccurrence. 
 
Logging  
Logging services is critical for not only troubleshooting and maintenance, but can 
also be the last line of defense when it comes to feature abuse and system 
compromise. 
 
Transparency  
While it may not be practical for a completely open source model for every 
feature and application, software should be reviewable by an independent auditor 
which has no incentive to ignore or elide over security defects in implementation. 
Security by obscurity may not be always best solution and some transparency 
and open source concepts can help improve security in a long run. 71 

 

Artificial Pancreas System-  Risk Analysis 
System Decomposition and Explanation 
The Artificial Pancreas System closely mimics the glucose regulating function of a 
healthy pancreas. Mainly they consist of following devices: a continuous glucose 
monitoring system (CGM) and an insulin infusion pump. A blood glucose device (BGD) 
is used to calibrate the CGM. A computer-controlled algorithm connects the CGM and 
insulin infusion pump to allow continuous communication between the two devices.50  
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An Artificial Pancreas System can not only monitor glucose levels in the body but can 
be used to adjust the delivery of insulin to reduce high blood glucose levels 
(hyperglycemia) and minimize the incidence of low blood glucose (hypoglycemia). 
 
Figure 13 shows a system decomposition of the artificial pancreas system.  

 
Figure 13 2 level decomposition of artificial pancreas system 

Figure 14 is another way to slice and dice the system into form and function and 
explains various components of the artificial pancreas system that is needed to conduct 
attack analysis. In Figure 15, the primary focus of this study is on the subsystem 
marked by dark lines. This system represents the most direct control structure for 
patient safety. The new system added the Patient’s cell phone into the system control, 
which transformed the system into an IOT device. 
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Figure 14 Form and Function diagram depicting how mobile phone interfaces with artificial 
Pancreas System 

 
Figure 15 Shows how data flows between various stakeholders through components of artificial 
pancreas system 

Security Attack Analysis 
While researching artificial pancreas system, the study found there has been some 
research around hacking into it. Here is the attack analysis:  
 

Artificial Pancreas System 
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What are the functions 
delivered by the systems, 
primary and secondary? 

 

Continuous Glucose Meters (CGM): A sensor placed under 
the patient's skin (subcutaneously) measures the glucose 
in the fluid around the cells (interstitial fluid) which is 
associated with blood glucose levels. A small transmitter 
wirelessly sends information to an external receiver.50 

Insulin pump: Based on the instructions sent by the 
controller, the pump delivers insulin to the tissue under 
the skin; Special USB dongles used to program Insulin Pumps 
and download history data; Special wireless remotes used to 
deliver insulin 

 
How does the system 
deliver the functions? 

 

CGM has wireless sensors attached to special wire inserted into 
tissues.  The sensor measures resistive value of interstitial fluid 
to measure sugar levels.  The data is then wirelessly 
transmitted to external meter device for graphing. 

 
How will you decompose 
the system? 

 

First, there is a java based program that uses a wireless 
peripheral device to configure all the settings on the 
device.  Second, there is a blood glucose meter that can 
communicate the results of a blood strip test to the insulin 
pump.  This makes it more convenient for a diabetic to enter 
those values into the insulin pump.  Third, this insulin pump also 
has a CGM functionality, allowing the use of a CGM sensor that 
works the same as the stand alone CGM device mentioned 
above.  All three use the same wireless interface on the insulin 
pump.  

 
How does the system 
connect to IoT network? 

 

Wireless communication interface.  The RF transmitter is 
always listening even if the remote option of the pump is turned 
off. 

 
What is the attack? 

 

McAfee’s Barnaby demonstrated that he can hack into pump 
through the RF transmitter listening channel.  “Once the hacker 
sets foot in the targeted machine, he can then disable the 
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warning function or/and make it disperse 45 days’ worth of 
insulin all at once – a dose that will potentially kill the patient.” 

The other attack is to wirelessly connect to the pump and use 
the java based program to change the configuration 
setting.  “An attack would need little time, as the changing of a 
configuration setting would only take moments.  For example, 
the setting that controls the ratio of insulin given at meal time 
could be altered. If a user is supposed to get 1 Unit of insulin 
per 5 grams of carbohydrate eaten, the attack could change 
that to 1 unit of insulin per 3 grams of carbohydrates 
eaten.  This is a significant enough difference to cause a 
diabetic to become hypoglycemic roughly 60 to 90 minutes after 
eating.”    

 
Which functions do the 
attack affect? 

 

The dose amount of insulin delivered to patients. 

Which functions do the 
attack utilize? 

 

The wireless interface that allows external control of the device 
for convenience - change configuration settings, change 
amount of insulin. 

 
Who discovered the attack 
and how? 

 

Rapid7 researcher Jerome Radcliffe (a computer security 
researcher and with lots of hardware wireless experience). His 
research demoed attack to change amount of insulin.51 

McAfee researcher Barnaby also researched Pacemaker and 
Implantable Medical Device (IMD), and found that he can 
remotely change the voltage of IMD, even deliver new firmware 
to many IMD devices at same time (a worm to infect many 
patients at once).52 

 
What is the reaction to the 
attack from the security 
researchers/community?    

Jerome’s suggestion: 

• New RF chips have crypto on board, use it - (it can be 
unpractical, crypto requires more power use, more time) 
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• Use IR rather than RF – inconvenient and have smaller 
range, but more secure  

• Verify New Configuration 
• Setting a Passcode - (this is not practical since it can 

impose danger in emergency when patients forgot 
passcode or are unconscious). 

• Keep range limited 
o One pump uses 13mhz On-Off Keying (OOK). 

This is much more than needed for artificial 
pancreas devices and thus increases remote 
control risks. 

• Blocking  
o Researchers are working on RF blocking for 

stopping RF OOK Pacemakers from malicious 
interference  

 
Table 7 Security attack analysis- Artificial pancreas system 

Findings and Related Security Attributes 
1. Remote control: Analysis identified possible remote attack venues. Of course, 

the entire path should be secured as much as it is practical).  
2. Physical Security: It seems that the key is the configuration and amount of 

insulin. One suggestion is to enforce constraints on maximum and minimum 
amount of insulin to give to patients within a certain period. These safety 
constraints should be enforced in control algorithm and mobile phone app. Also, 
it will be great to provide feedback to users when safety constraints are violated. 
This would prevent fatal attacks.   

3. Transport Security: But then the question is if malicious attack can intercept the 
data from the sensor and send the system misleading data, or change the 
system configuration to manipulate the amount of insulin, not dangerous but 
incorrect, how would the system detect that?  

 
Also, to harden and secure the device, it is necessary to be able to update/patch the 
firmware, OS, and application software as vulnerabilities are discovered. (Security 
attribute: Maintenance). In next chapter, we will tally these casual analysis  findings 
with the proposed tool and verify how the tool works out for this use case.  
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CHAPTER 6: Application and Future Work  
Here, the findings from this study is presented in an application tool format which an IoT 
device product manager can use to prioritize their security needs while introducing 
functional usability features. 
 

Application 1: System Security Scale 
The goal of this study is to empower IoT device product manager by making him  
aware of potential security issues and better protect the company from releasing 
products that introduce unanticipated risks to their customers while adding new usability 
features. This framework or tool must be universally applicable and easy to use. One of 
the tool researched as a case study is a well-established usability tool called “System 
Usability Scale” 
 
System Usability Scale 
The System Usability Scale (SUS) provides a “quick and dirty”, reliable tool for 
measuring the usability.   It consists of a 10-item questionnaire with five response 
options for respondents; from Strongly agree to Strongly disagree.  Originally created by 
John Brooke in 1986, it evaluates a wide variety of products and services, including 
hardware, software, mobile devices, websites and applications. 53 54 
SUS generally provides high-level subjective view of usability and is thus often used in 
carrying out comparisons of usability between systems. The tool was created more than 
40 years ago and still holds relevancy and popularity among usability practitioners 
because of its ease of use and the way they were written to keep the questions at a 
very high level. This tool is meant to be a "quick and dirty" tool instead of an exhaustive 
one. Here are the 10 questions which forms SUS: 
 

 
The scoring is based on a 0-100 scale with anything below 60 is assigned a grade "F" 
and anything above 90 is grade "A" as seen in Figure 16. 

 
1. I think that I would like to use this system frequently. 
2. I found the system unnecessarily complex. 
3. I thought the system was easy to use. 
4. I think that I would need the support of a technical person to be able to use this system. 
5. I found the various functions in this system were well integrated. 
6. I thought there was too much inconsistency in this system. 
7. I would imagine that most people would learn to use this system very quickly. 
8. I found the system very cumbersome to use. 
9. I felt very confident using the system. 
10. I needed to learn a lot of things before I could get going with this system. 
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Figure 16 SUS scoring mechanism 

Once security attributes were prioritized and consequences were understood based on 
the purposive interviews with 16 security expert and literature studies, the information 
was organized into set of 10 questions which have equal weightage with every "Yes" is 
a positive point and "No" is a negative point on the proposed "System Security Scale". 
The questions are deliberately kept very generic so that it can be applied to any IoT 
device. The aim of this study is not only make the IoT product manager aware of 
security concerns but also equip him and his development team with some easy to 
understand guidance on how to mitigate those security concern. The table below shows 
the summary of questions and recommended improvement followed by detailed 
guidance for each question: 
 
System Security Scale and Guidance 
 
System Security Question Affects 

(C,I,A) 
Improvement 
Recommendation 

Security 
Attributes 

1. Is it impossible for the 
feature to affect the health 
and safety of people or 
property? 

availability Provide safety 
guarantees for failure 
conditions 

physical 
security 

2. Does the feature require a 
local, physical interface to 
access it?      

availability 
 

Lock down all control 
and data input 
interfaces 

remote control 

3. Can authorized users or 
devices patch or update 
the feature in the 
future?      

integrity Build and maintain a 
patch / update service 

Maintenance 
 

4. Can only authenticated, 
authorized users or 
devices access the 
feature?      

availability 
confidentiality 
 

Construct and enforce 
authentication and 
authorization policies 

authentication 
authorization 
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5. Is all received data 
automatically inspected 
and validated?       

 

availability 
integrity 
 

Validate all input cleaning 
input validation 

6. Are data transmissions 
encrypted and mutually 
authenticated?     

 

confidentiality 
integrity 
 

Use secure transport 
techniques 
 

transport 
security 

7. Does the feature avoid 
storing personally 
identifying information, 
tokens, or passwords?       

 

confidentiality 
integrity 
 

Be deliberate and 
careful with secure 
storage of credentials 

sensitive data 
 
 

8. Is any stored data only 
accessible after 
authentication by an 
authorized user or 
device?       

 

availability 
confidentiality 
 

Consider encrypting 
data at rest 
 

data storage 
encryption 
authorization 
 

9. Does the feature routinely 
log use and errors in a 
way that authorized users 
can inspect the logs?     

 

logging 
integrity 
 

Store log data securely  
 

auditing 
error 
investigation 
 

10. Is the source code 
available for inspection by 
a third party? 

integrity Adopt open source 
principals where 
appropriate, and 
accepted vulnerability 
disclosure practices 

transparency 

Table 8 Final set of SSS questions and guidance 

Here are the security attributes and guidance created based on the study: 
 

1. Is it impossible for the feature to affect the health and safety of people or 
property? 

 
(Physical Security, Availability)  
Improvement: Provide safety guarantees for failure conditions 
 
In cases where the feature can fail accidentally, a secure design must also consider 
the possibility that the feature can fail due to malicious action, and should fail in a way 
that presents the least likely harm to people, property and the surrounding 
environment. For example, a fire suppression system might not allow remote users 
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from exercising the system when no danger is actually present, but a failure in the 
sensors that detect smoke and fire should not prevent that authorized user from 
triggering the fire suppression system. A balance must be struck, and documented, 
that details the expected failure condition of any component of a system that 
exercises physical actions.  
 
Another consideration is preventing the actions of a malicious user. When 
engineering for physical safety, the actions of a directed attacker are often not 
considered when determining reasonable safety precautions in the design phase of a 
project. Automobile safety, for example, includes design features such as seat belts, 
crumple zones, and anti-lock brakes, and all envision an accidental loss of control of 
the vehicle. 
 
In designing secure software that controls a physical device, we must assume that 
the authorized user account may be compromised by a malicious user. Depending on 
the network capabilities of the device, this user may be remote, far away from the 
nearby device, and therefore, will not personally suffer the consequences of physical 
danger.  
 
It is possible to mitigate the scenario involving a malicious user by designing a 
feature to never trust remote input for personally or environmentally dangerous 
activities using local-only, physical input interfaces. 45 
 
In cases where a remote interface is essential to the feature, a cryptographically 
strong network connection (Q6) and input inspection (Q5) is required. This can 
protect against a man-in-the-middle (MitM) attack 55 which alters the user's intentions 
during transit, as well as offer strong authentication and session management to 
prevent user accounts from being compromised by a malicious actor.  

 
2. Does the feature require a local, physical interface to access it?    
 

(Remote Control, Availability) 
Improvement: Lock down all control and data input interfaces 

 
When designing features for devices that lack local input mechanisms, such as a 
monitor, keyboard, and mouse (KVM), such features are necessarily interacted with 
remotely. For a traditional networked feature, this interaction can take place over a 
wired Ethernet connection to a packet-switched, routed network, or an 802.11 
wireless network connection (either mediated through a shared access point or 
directly via peer-to-peer networking). Features may also be exercised over Bluetooth 
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Low Energy (BLE), radio frequencies (RF), or other physically distant communication 
channels.  

 
In the case of all electromagnetic-based communications (WiFi, BLE, or RF), it 
should be assumed that the effective range of an attacker can be much farther than 
the expected use case, thanks to the use of high-gain antennae and high-powered 
transmission equipment.56 Other energy media, such as magnetic, optical, and laser 
systems, typically have shorter ranges, although these, too, can be extended to 
surprising levels by innovative attackers.  

 
Therefore, all electromagnetic-based interfaces should be considered remote 
interfaces, and all such communications should provide strong encryption (See Q6), 
input inspection (See Q5), and, where appropriate, authorized user authentication 43  
(See Q4). These secure usability considerations are critical for both protecting data 
transmitted to and from the feature, as well as regulate access to the feature. For 
example, it doesn't make sense to have long range RF chip in an artificial pancreas 
system which can expose to remote attacks. 

 
3. Can authorized users or devices patch or update the feature in the 

future?     
 
(Maintenance, Integrity)  
Improvement: Build and maintain a patch / update service 

 
Failing to provide for a mechanism to update a feature can lead to a situation where 
a device is permanently vulnerable to a post-production discovered issue during 
normal operation, therefore putting the integrity of the system at risk.  

 
In software development, shipping defects is all but certain, and maintenance is 
required to fix, patch, or remove features that introduce new issues. These updates 
can be delivered in a variety of ways depending on the specific product or service, 
and can be characterized as in-band or out-of-band, and manual or automatic.  

 
The most successful means to distribute patches and updates are automatic, in-
band updates. A process runs on the system that periodically checks for updates, 
and if there is one available, it is obtained and applied, and any affected services are 
restarted, all without user interaction. Most workstation-based web browsers apply 
this strategy, as well as mobile applications that are configured for automatic 
updates.  

 



 53 

Some strategies involve a manual process, where an authorized user must 
intentionally seek out an available update, obtain it, apply it, and restart any affected 
services. Many operating systems are configured this way by default, primarily to 
avoid unscheduled reboots.  

 
Some products have no direct access to an update source, and updates must be 
obtained over an "external" channel, such as a portable disk delivered to the user via 
physical mail, or, in the case of regulated industries, an authorized technician (rather 
than the authorized user), must apply the update.57 This is the common case for 
automobiles and medical devices, for example.  

 
While providing updates is an integral component of a secure maintenance program, 
care must be taken to ensure that updates are from a cryptographically-verified 
trusted source 45  (see Q6), are locally verified as authentic and complete before 
updating (see Q5), and that a post-update procedure provides an evidence that the 
update was, in fact, successfully applied (see Q9).  

 
4. Can only authenticated, authorized users or devices access the feature?      

 
(Authentication, Authorization, availability, confidentiality) 
Improvement: Construct and enforce authentication and authorization policies 

 
Authentication involves the mutual verification of routing peers before they share route 
information and ensures shared data origin is accurate. Both the service provider and 
service consumer needs to be assured that the service is access by authentic user 
and service is offered by an authentic source. 43 

 
Pre-authenticated interactions with a device are sometimes unavoidable. After all, the 
act of authenticating is necessarily a pre-authenticated interaction. Extra care must be 
taken to ensure that the data provided by an unauthenticated user is safe to handle 
and process (see Q5), and that unauthenticated interactions are as restricted as 
possible. 58 

 
If a feature is intended to be exercised by anonymous users, those interactions 
should, where possible, be limited to read-only access to stored files and memory, 
and only then, should be limited to reading only public, non-sensitive data. There 
should be no circumstance where an unauthenticated user can read personally 
sensitive data (see Q8). 
If write access must be granted to anonymous users, it should be assumed that those 
users will, accidentally or intentionally, provide malformed or malicious data, or data 
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intended to overflow the storage capacity of the device. Therefore, a balance must be 
struck between logging normal operations (see Q9) and maintaining the stability and 
security of the logging system itself.  
 
Finally, if remote access to the feature is possible (see Q2), and that remote access 
includes unauthenticated access, it should be assumed that the user may not be the 
intended, authorized user of the device. 59 

 
5. Is all received data automatically inspected and validated?  
 

(Input Validation, Cleaning, availability, integrity)  
Improvement: Validate all input    

 
User supplied data can't be trusted without proper vetting. This is especially true 
when input is being passed directly from an untrusted source to any sort of 
comparison or rendering function, such pre-authentication login page (see Q4). For 
example, if a username is to be compared against a database of valid usernames, 
and rendered back to the user on a successful or failed login screen, that username 
must be ensured to be safe for not only the comparison function and rendering 
function, but also for any logging functions (see Q9). If a username contains an 
unexpected character that is a meaningful terminator or sequence of characters, such 
as a NUL, a semicolon, or an HTML tag, this could lead to unexpected results.60 A 
failure to check and prevent these characters from being passed in an unsafe way is 
the root cause of many classes of vulnerabilities, from buffer overflows (BOF) to 
cross-site-scripting (XSS) to SQL injection (SQLi).  

 
Some vulnerabilities may be non-obvious and not rely on controlling the execution 
flow of a feature or application. For example, a feature that registers new users 
should ensure that usernames contain only expected characters (such as 
alphanumeric characters only), of the expected length (of one to twenty characters), 
and not contain reserved or misleading values (such as "Administrator" or 
"Welcome").  
 
Features that accept input in the form of data files should also make sure that the 
expected data matches what is actually received. This is made more complex due to 
the attack technique of creating polyglot files, which are files that may be rendered as 
several types of data, depending on the context. In web application programming, for 
example, it is often possible to construct files that appear as an image file, due to the 
presence of "magic" bytes in the file's header, as well as an executable script in a 
language like PHP. Therefore, filtering mechanisms must be sophisticated enough to 
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distinguish between allowed file formats (using a whitelist approach) and prohibited 
formats (using a blacklist approach).  
It is important to note that even authorized, authenticated users should be subjected 
to input validation, in order to prevent against a privilege escalation attack where a 
regular, non-privileged user attempts to gain administrative control over the feature, 
application or underlying operating system (see Q2 and Q3).  
 
Data that is received from a non-human user, such as another feature or device, 
must also be validated before processing or storage. In many cases, such data is 
naively trusted as coming from a sensor or other component without sufficient, 
cryptographically assured authentication (see Q6).  

 
 

6. Are data transmissions encrypted and mutually authenticated? 
 

(Transport security, Confidentiality, integrity)  
Improvement: Use secure transport techniques  
       

While encryption over remote interfaces is critical in protecting data from 
eavesdropping or alteration in transit, equally important is the ability to guarantee that 
the destination of the data is, in fact, the intended destination. If a feature or device 
can be "tricked" into sending data to unintended, unauthorized endpoints, this can 
lead to a compromise of sensitive data such as personally identifying information (see 
Q7) or remote logging data (see Q9). Such techniques for compromising data usually 
involve spoofing, or impersonating, the address of the intended endpoint over a 
network.61 For example in an artificial pancreas system, if malicious attack can 
intercept the data from the sensor and send the system misleading data, or change 
the system configuration to manipulate the amount of insulin, it can be life threatning. 
 
While transport security is especially important in cases where an application or 
device is intended to be used over inherently untrustworthy networks, such as the 
internet or shared, public WiFi networks, encrypted communications should also be 
used on nominally "private" networks.62 This can help defend against a compromise 
of the network infrastructure, especially when those networks rely on radio 
frequencies with no practical means of defending against injection or impersonation 
attacks (see Q2).  

 
7. Does the feature avoid storing personally identifying information, 

tokens, or passwords?     
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(Sensitive Data, Confidentiality, integrity)  
Improvement: Use secure transport techniques  

 
The best defense against a data breach is to avoid storing useful data in the first 
place, closely followed by a well-defined, well-documented mechanism to limit the 
damage from a breach. In the event of a failure of authentication controls (see Q4) or 
transport security (see Q6), a device which stores no personally identifiable 
information is necessarily a less attractive target for attackers. 63 
 
In the case where a feature is designed to interact with another, third-party 
application, device, or other system, such access should be controlled using expiring 
tokens, which are used solely to authorize the access from this particular endpoint. In 
this way, tokens can either not be reused at all, or if they are, can be easily disabled 
once a compromise is detected.64 Storing and using unique usernames and 
passwords should be avoided. Generalized account access should be minimized 
whenever possible. Modern single sign-on (SSO) services, for example, use special-
purpose authorization tokens, rather than storing and forwarding passwords 
themselves, which helps control access in the event of a security failure.  
 
As far as non-token, non-password data is concerned, personally identifying 
information should be avoided whenever practical. Some features, of course, require 
the collection and storage of PII such as a user's legal name, phone number, 
address, geolocation data, and other specific pieces of information. In these cases, 
the transmission or publication of this data should be conducted over encrypted 
channels (see Q6), and storing this data locally should be similarly encrypted (see 
Q8).  

 
8. Is any stored data only accessible after authentication by an 

authorized user or device?       
 

(Data Storage, Encryption, Authorization, Availability, Confidentiality) 
Improvement: Consider encrypting data at rest 

 
Encrypted data storage is critical to maintain reasonable security in the event the 
physical hardware becomes lost, is stolen, or is otherwise in the physical control of an 
adversary. Minimally, sensitive data such as passwords, personally identifying 
information (see Q7), and access logs (see Q9) should be stored in an encrypted 
format to prevent unauthorized use and tampering. 65 
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Many applications, such as those that operate on modern smartphones and tablets, 
rely on the operating system for data encryption capabilities, since smartphones and 
tablets are much more likely to be lost or stolen than traditional desktop PCs or rack-
mounted servers. 66  These devices require authentication on first power-on, and this 
tends to be the accepted compromise between security and usability.  
 
Sometimes, upon installation, it is possible to check the operating environment for 
flags or other indicators that lower-level encryption services are available.67 However, 
if this is impossible, and encryption services are not reasonably guaranteed by the 
operating system or platform, features and applications should provide their own 
encryption services using standard encryption techniques.  
 
In other words, if it is possible for encryption to be disabled on a given platform, and it 
is impossible to determine if encryption services are available, it should be assumed 
that platform is unencrypted by default, and the feature should defend against this by 
requiring a decryption key or password for data storage access. 42 

 
 

9. Does the feature routinely log use and errors in a way that authorized 
users can inspect the logs?       

 
(Auditing, Error Investigation, Logging, Integrity) 
Improvement: Store log data securely 

 
Providing reasonable, local logging services is critical for not only troubleshooting and 
maintenance, but can also be the last line of defense when it comes to feature abuse 
and system compromise. Of course, system logs themselves need to be protected by 
reasonably secure authorization (see Q4) and encrypted storage (see Q8), or else an 
adversary may be able to glean personally sensitive information (see Q7) about the 
users or the environment the feature operates in.  
 
The data format of logs should be resilient to tampering. One approach to this is to 
include a cryptographically strong hash of each log entry that depends on the correct 
hash of the prior log entry, and any log deletion action should itself be logged.68 The 
chosen format of log files should also include unambiguous timestamps for each 
event, and the events should be accessible and understandable by authorized users 
(and only authorized users). 69  Logging activities do come with a cost in terms of 
processing and storage, so care should be exercised to choose an appropriate 
logging fidelity; too much data is sometimes just as bad as not enough.  
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Finally, to defend against local log file corruption or tampering, logs should be stored 
both locally, and have the capability to be transmitted remotely, using normal 
transport encryption (see Q6). The decision to employ a push or pull model of log 
transmission is an implementation-specific detail, and will depend on what is most 
appropriate for the given application.  

 
10. Is the source code available for inspection by a third party?       

 
(Transparency, Integrity) 
Improvement: Adopt open source principals where appropriate, and accepted 
vulnerability disclosure practices 

 
There are many valid arguments in favor of closed, proprietary software models, not 
the least of which is the defense of intellectual property, trade secrets, and other 
"secret sauce." However, it is rare that "security by obscurity" is a sufficient defense 
against even casual adversaries.70 In many cases, critical software vulnerabilities are 
discovered by accident by otherwise non-expert users, so keeping a feature’s source 
code secret tends to discourage those experts that are most able to help resolve a 
vulnerability before they become widely exploited.71  
 
While it may not be practical for a completely open source model for every feature 
and application, software should be reviewable by an independent auditor which has 
no incentive to ignore or elide over security defects in implementation. Open source, 
of course, enables this sort of in-depth review by experts, but it should be noted that 
an open source model of software development does not guarantee independent 
audits for secure coding.  
 
Finally, an open source model of development does have a debilitating effect on 
short-term secrecy. When vulnerabilities are discovered, and patches are created, 
the act of patching an open source feature is effectively publically disclosing a 
vulnerability before end users can acquire and apply the patched feature (see Q3). 
This is especially true for libraries that are intended to be used in a supply chain of 
downstream technology providers, in cases where end-users of the feature cannot 
reasonably apply patches and updates themselves. 72 
 
In these cases, short-term secrecy about a given vulnerability and the patch should 
be employed, and secure communication channels established with downstream 
providers, shortly before patches are applied to a publicly reviewable codebase. 73 
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SecureUse Prototype- Evaluating Connected Artificial Pancreas System 
 
SSS (System Security Scale) questions are added in a A/B test like format- A/B testing 
is comparing 2 version of anything. It can be a website, application or a product 
compared on certain attributes. It doesn't even have to be 2 items to compare. A single 
product can be also tested for its security resiliency against the 10 questions. The 
prototype product created for this study is named "SecureUse" that can be used to 
identify security priorities. Here are 2 examples: 
1. Test a new product idea- User wants to connect a physical device to the internet like 

a regular home lock. So, Scenario A is a regular home lock while Scenario B is an 
internet connected home lock which can be unlocked through user's smart phone 
remotely. 

2. Test a proposed new feature in an existing system. Compare the new proposed 
feature- insulin push capability through mobile phone in artificial pancreas system 
(Scenario A) to the current state of the system where the artificial pancreas system 
do not have any connectivity feature and insulin push is controlled by a physical 
button on the device (Scenario B) 

 
Elaborating on the artificial pancreas system, based on previous findings in this study, 
here is an example of how this test may look like if a user test a scenario where 
Scenario A is a regular artificial pancreas system which is not connected to Bluetooth or 
internet vs. Scenario B which is envisioned as a IoT device connected to Bluetooth and 
internet. Hovering on each question also provides user with additional context on the 
security questions in a layman's language so that someone without security knowledge 
can answer the questions and get guidance on security. Figure 17 shows the 
screenshot of SecureUse prototype where user provides input. For reading actual 
questions, see Table 8. Figure 18 shows the output received based on the questions 
answered. For reading actual text, see System security scale and guidance number 5 
above in this chapter. 
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Figure 17 Shows user answering questions to compare a current artificial pancreas system to a 
proposed connected device 

 

 
Figure 18 Show result of comparison along with guidance to look out for certain security issues 
followed by guidance on how to go about them 
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Future Work 
Not in scope of this study but as part of future work, it would be great to explore 
possibility of an actual metric derived from a combination of SUS (System Usability 
Scale) and SSS (System Security Scale). SUS which has set of 10 questions has an 
established metric with a range of 0-100. SSS has a potential to be converted into a 
similar metric. The resulting quantitative metric can be verbally stated in the form of the 
ubiquitous blood pressure rate. For instance, 70/85 or seventy over eighty-five would 
signify that both security and usability levels are high. For ease of comparison with other 
options, the results would be visualized within a Tornado Chart as shown in Figure 19. 
The ideal solution being a design that scored highly on both sides of the chart. For 
instance, within Figure 27, Option 7 clearly satisfied each evaluator, including 
representative users, more so than other options. 74   
 

 
Figure 19 Proposed Tornado chart showing Security-Usability combined metrics 

 
Application 2: Security- Usability QFD 
 
QFD (Quality Functional Diagram) is a product development methodology whose 
objective is to “deploy” the Voice of the Customer 75 throughout the product 
development process. It helps to engage cross-functionality in an orderly, truly 
participative way, enlisting the support of all major functions within the organization 
toward a common view by creating series of matrices, the first and most common of 
which is referred to as the House of Quality (HOQ). These matrices help map customer 
needs to product features which is used to prioritize product's design specifications.77 
 
A rigorous view of QFD employs not just one matrix (the original House of Quality), but 
multiple matrices namely Customer needs to performance measures, Performance 
measures to features or solutions, Features or solutions to parts specifications and 
Parts specifications to manufacturing processes. 77 
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There are other variations of QFD- one popular variation is called Pugh Concept 
selection developed by Professor Stewart Pugh.76 That variation attempts to evaluate 
different product concepts against the key performance measures, with the objective of 
incrementally moving toward an ideal concept. 
 
As a part of this study, a new variation is being explored which attempts to evaluate 
functional usability features to security requirements, with the objective of identifying 
prioritized security concerns. In this study, we used artificial pancreas system as an 
example. Figure 20 shows the QFD plotted with following information: 
 

Left side- Functional Usability Requirements 
Left side rows are used to list the prioritized product features that needs to be 
evaluated against security concerns. In the diagram, there is a prioritized list of 
functional usability features for a connected artificial pancreas system which is 
discussed in detail in Chapter 4, Table 9 Top Functional usability feature 
requirements for Artificial pancreas system mapped to QUIM most relevant 
usability attributes. Note that the requirements are measured on a scale of 1-5 
where 5 is the most important requirement. This is reflected on the 1st column to 
right. The next column shows the priority in percentage. 
Note: This is the variable in the template. For any other project, these 
requirements need to be updated as per project need.  
 
Ceiling- Security Requirements:  This is list of IoT security attributes grouped 
by relevance as discussed in Chapter 6, Table 10 Final set of SSS questions and 
guidance. The row directly below the ceiling shows which security attributes need 
to be maximized and which ones need to be minimized to optimize security of the 
system. 
Note: These security requirements are proposed as static attributes of this 
template and can be applied to any project. 

 
The Roof: This is the triangle shaped cap in the diagram. This shows a matrix 
describing the correlation between the security attributes. It can show how the 
security requirements affects each other. The correlation between them is 
classified into 4 categories: 

• Strong Positive: For example, improving encryption and data storage will 
also improve sensitive data security equally 

• Positive: For example, better transport security will affect authentication 
and authorization security somewhat positively 

• Strong Negative: No strong negative identified here. 
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• Negative: For example, improving security for remote control feature may 
make maintenance of a device by customer service more difficult due to 
accessibility   

• None: Many security attributes may not correlate to each other at all 
 

Lower level / Main body: This is where the relationship is mapped between a 
functional usability feature and security requirements which is basically left side 
and ceiling in the HOQ/QFD. 

• Relationship is mapped on a scale of Strong, Medium, Weak, None which 
are represented by various symbols and are assigned numeric value 9,3,1 
and 0 respectively based on standard QFD procedure. So for example, in 
security requirement 1st column "Physical security" is related to each 
functional usability requirement represented by a relationship value. 

o Operate remotely relationship= Medium (3) 
o Easy interface relationship = None (0) 
o Long lasting battery on single charge relationship = Strong (9) and 

so on… 
• Now the importance of each security requirement is calculated by 

Summing up (Priority % of each functional usability feature Multiplied by 
security requirement relationship assigned value). So, as an example in 
column 1 for physical security, the calculation will look like this: (16.67 x 3) 
+ (13.33 x 9) + (13.33 x 9) + (10 x 9) + (10 x 9) + (6.67 x 9) + (6.67 x 1) = 
537 

• Then the importance is converted to importance percentage. For example 
for the 1st column in diagram below, 537/ 3058 x 100= 17.5% 
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Figure 20 HOQ/QFD showing matric of security vs. usability for artificial pancreas system 
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Findings 

How to take care of those security requirements are already discussed in previous 
section- See Table 8 Final set of SSS questions and guidance 
This kind of collaborative exercise can help to get to informed consensus across various 
stakeholders. 
 
It often results in a prioritization which is highly unexpected and different from the 
conventional wisdom held by the company and many of the participants before 
engaging in QFD, thus stretching the team’s thinking as to which activities are most 
critical toward creating a winning product or service.77 
 
Product managers can use this matric as a template where the identified security 
requirements are pre-filled. Once they have set of proposed product usability features, 
they can fill up the left side and then map out the relationship to prioritize security needs 
accordingly. 
 
Future Work 
This introduction of new matric is exploratory. Further study is needed to find ways to 
standardize correlations within security requirements. This can help with mitigating risk 
by establishing alternative security methods. For example, if in certain system, it is not 
possible to patch but placing a firewall is possible, the desired result can be same 
although security method applied is different. 
 

Conclusion and Next Steps 
The main contribution of this work was to discover that there is a gap between the 
balance of usability and security specifically in artificial pancreas system. This was done 
by decomposing and analyzing usability and security into sub attributes. To that end, 

In this example, based on importance % score, top 3 security attributes that needs to 
be taken care of are the following:  
1.    Physical security  
2.    Transport security  
3.    Remote control  
This top 3 priority matches with a previous casual attack analysis we conducted for the 
target system in chapter 5 (Findings and Related Security Attributes). Thus, this proof 
of concept for the proposed exploratory QFD is verified to work well at least in this 
scenario.  
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this work is a first step in an attempt to close that gap by theorizing that existing multi-
dimensional tools and concepts from the fields of usability and security can be 
combined to strike that balance. As part of future work, I would like to explore if this 
concept can be expanded to any IoT device. The next step is to validate and thus 
generalize this work from a post positivist perspective, which leads directly to the 
following hypotheses: 
 
Hypothesis: IoT products can be better optimized for security and usability, if the 
relationship between functional usability feature and corresponding security concern is 
clearly understood. 
 
Defeating Cybercrime by creating secure, usable systems has proven to be a challenge 
in recent years. One of the other deficiencies that has led to this globally-recognized 
issue is the lack of a standard scoring system that considers both security and usability 
within system design. The future contribution of this work is to consider how this single 
metric, defined by in- formation security experts, usability experts, and representative 
users, can be used to assess the security and usability of a system, concentrating on 
IoT devices.  
 
Reflectivity 
Looking back, I would have liked to generalize my study for overall IoT devices to begin 
with and add more variety of people in my interviews. Instead of just interviewing 
security experts, it would have great if I could have talked to some IoT vendors to 
validate the assumptions. Also, talking to end consumers of these IoT device could 
have provided information like how culture, gender and other human behavior may 
affect security of devices. 
 
Implications 
The immediate implication of this study is the simple applications created for IoT 
vendors, specially product managers and developers of IoT startups who can't afford to 
hire security experts in their team. They can still test their design for security resiliency 
and follow some simple guidelines to avoid introducing unanticipated risk in their 
products. Future work to combine security and usability score into a unified metric can 
help end consumers make informed decision while buying such products. For example, 
like nutrient contents displayed in food packages, security usability score can be 
published for IoT devices. Another area where this can be used is governing bodies 
which can regulate IoT device quality based on its security-usability score and set up 
minimum standards.  
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