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1  Scope of Work and Research Advances Anticipated

1.1 Automatic Analysis of Technology Futures from Diverse Data Sources

The planning and management of research and development activities is a challenging task and
one which is further compounded by the ever-increasing amounts of information which
researchers and decision-makers are required to sift through on a daily basis. One of the most
difficult problems is the need to gain a good understanding of the current state of research, future
scenarios and the identification of technologies with great potential and which hence need to be
emphasized. Information regarding past and current research is available from a wide variety of
channels (examples of which include publication and patent databases), providing both a difficult
challenge as well as a rich source of possibilities; on the one hand, sifting through these
databases is time consuming and subjective, while on the other, they provide a rich source of
data with which a well-informed and comprehensive research strategy may be formed [Por05,
Por07].

This sets the tone for the proposed research project, which will focus on novel methods for
automatically mining science and technology information sources. The aim is to extract patterns
and trends which can support the formulation of research strategies. Examples of the kinds of
information to be extracted include growth forecasts for technologies of interest and intuitive
representations of interrelationships between technology areas. The prescribed course of research
will develop a suite of techniques which will significantly extend and improve existing methods
for performing so-called "tech-mining". In the following paragraphs we list a number of aspects
which will form the basis for the contributions of this research:

1. Advanced feature extraction methods — Pattern recognition and data mining methods handle
large data sets by extracting features which summarize some aspect of the data being
analyzed. For example, many existing studies in technology forecasting and visualization
depend on so-called “bibliometric” approaches — where the prevalence of a certain topic in
particular databases is defined by the number of hits obtained using text or keyword
searches. Unfortunately, this approach may not accurately reflect the actual state of the
research area being studied (more on this in a later section). To address this issue, we
propose the development of novel features which are capable of higher levels of precision
when identifying research topics. Examples of such features are techniques which exploit
co-occurrences between terms and methods for resolving words with multiple senses.

2. Novel clustering and visualization algorithms — Information extracted during data mining
activities are often complex or high dimensional. A common situation is where the data



instances or individuals being studied are embedded in some high dimensional (and
frequently inaccessible) space; frequently only measures of similarity between each of these
items are available. This can occur in the case where the individuals are fields of research,
and the similarity values are co-citation frequencies between associated publications. We
propose to develop novel clustering and visualization algorithms.

3. Context awareness — One of the important aims of the project is to identify and utilize as
many appropriate sources of information as is possible. While the initial scope of the study
will focus on publication and patent databases (in accordance with other examples in the
literature), we expect to incorporate information obtained from a variety of other sources;
examples of these could range from formal sources such as research funding databases and
industrial data to distributed and informal resources such as the popular press and internet
blogs. Since these sources will be diverse in content and emphasis, we will apply and
advance methods for extracting the relevant data from these sources and reconciling the
differences in implicit assumptions (called “contexts’) amongst the different sources.

4. Information Quality — As the number of information sources increases, a further issue which
needs to be considered is the relative quality of the data being extracted. As a simple
example, an article in the journal Nature reviewing a particular aspect of renewable energy
should be taken a lot more seriously than a random blog posting. Similarly, a posting found
on an internal corporate blog is likely to be a lot more reliable than one found on the
internet. Although there has been a recent increase in research on information quality', we
propose to extend this base of research to address the need to quantify the quality of
processed data.

1.2 Case Study

We propose to explore the study of new technologies for analyzing trends and promising
directions for alternative energy research as well as environmental and sustainability impacts as
an initial focal area for demonstration.

The continued use of fossil fuels at prevailing rates is not sustainable, leading to rapid progress
in the development of sustainable energies and a growing body of related research. An additional
complication is that technologies for renewable energy do not emerge in isolation but are closely
associated with a large number of other fields, examples of which include nanotechnology,
material sciences, information technologies, mechanical engineering, physics and chemistry.
Accordingly, planners of energy research are required to not only be familiar with directly
related research themes, but also to be aware of the broader group of supporting topics. Because
these strategies could ultimately affect the distribution and potential impact of large investments
and research funds, any method or technique which can support and inform this process clearly
provides significant value. An example of such an inter-connected technology question might be:
“What impact might advances in nanotechnology have on improving the effectiveness of solar
cells.”

These factors, along with the central position of alternative energy technologies in the context of

! MIT established the first research initiative — the Total Data Quality Management (TDQM) Program and hosts the
annual International Conference on Information Quality (ICIQ). Prof Madnick is one of the founding co-Editors-in-
Chief of the new ACM Journal on Data and Information Quality.



the Masdar Initiative, makes this the ideal choice for the focus of our case study.

1.3 Project objectives and relevance to the Masdar Initiative

Motivated by the factors described above, we propose a course of research aimed at devising
improved methods for technology forecasting and visualization. As a demonstration of the
techniques developed, a detailed case study focusing on research relevant to renewable energies
will be conducted. Research activities conducted in the course of the project will include (but is
not restricted to) the development of techniques for conducting semantically-enriched searches
of relevant databases, the elucidation of key subject-area clusters, the identification of indicators
tailored to the renewable energy field and the creation of an energy-specific ontology.

The contribution of the project to the research themes of the Masdar Initiative can broadly be
organized into three main areas. These are listed below along with a description of the associated
project outputs.

1.

Enhancing the prestige and visibility of the Masdar Institute. As a totally new institution,
it is important for the Masdar Institute to rapidly establish visibility in the academic
world. The proposed project will contribute towards this end by publishing aggressively
in top scholarly publications (journals and selected conferences).

Immediate benefits to the research goals of the institute. In addition to the benefit listed
above, the project is also expected to produce a number of outputs which directly impact
research into renewable energy. The main contribution of this type will be a report
detailing the findings of the case studies; this will cover, amongst other issues, the
projected growth potential of certain alternative energy technologies. A secondary output
will be an ontology” for describing research in alternative energy. Components of an
ontology include a taxonomy of terms and definitions specific to alternative energy as
well as descriptions of the relationships which exist between instances of associated
objects.

Building internal capabilities in key enabling technologies. While not directly related to
renewable energy, IT is a key enabling technology which potentially facilitates all other
research areas in the institute. The proposed project spans a broad range of IT-related
topics with an emphasis on the analysis of large and complex data sets, an issue which
will be encountered in a variety of research topics.

The specific contributions of the project in this context will be a suite of software and
techniques for analyzing science and technology databases and other unstructured
information sources, as well as research personnel trained in a variety of high-leverage
IT topics including data mining, information aggregation and semantic technology.

> In philosophy, ontology (from the Greek (v, genitive Gvtoc: of being (part. of evau: to be) and -Aoyio: science,
study, theory) is the study of being or existence and forms the basic subject matter of metaphysics. It seeks to
describe or posit the basic categories and relationships of being or existence to define entities and types of entities
within its framework.



2  Description of Methodologies and Analytic Techniques to be employed

2.1 Introduction

Broadly speaking, technology mining researchers apply one of the following two methods:

1. Predictive analyses where models trained on existing data are used to generate forecasts
of the future evolution of the data. In the case of technological trend analysis, this
approach is used to estimate the growth potential of the respective areas of research.

2. Exploratory analysis where the aim is to visualize and understand the structure of the
data. Activities include the identification of clusters of research topics which represent
underlying themes or concepts, the detection of trends and correlations between
seemingly disparate fields of research and the visualization of these structures in a
visually intuitive format.

The proposed work will draw upon both of these approaches; in particular we are keen to select
best-of-breed approaches from a number of different domains, which, in combination with the
expertise of the researchers working at MIT and the Masdar Institute will result in substantial
improvements over previous efforts. These methodologies will be strongly grounded in the
following disciplines:

1. Text and data mining
2. Semantic technology and context mediation

The above two areas will be discussed in greater detail in the following two subsections. In
addition, the following topics are important elements of the project, though perhaps not the main
focus:

e Bibliometric analysis
¢ Domain knowledge regarding sources of alternative energy.
e Al and knowledge representation

2.2 Data Mining

Data mining activities span a variety of applications but share the common theme of dealing with
large data sets. Common uses of data mining are the detection of patterns in high dimensional
data (exploratory analysis), the prediction of future occurrences of a particular set of data, and
the classification of newly presented data into one of a set of previously encountered categories.
In this project the main problems will be predictive and exploratory data mining. The following
subsections will review instances of existing technology-mining research where data mining
principles are applied, and discuss aspects which this project hopes to enhance.

2.2.1 Bibliometrics

Bibliometrics is the statistical analysis of text documents, typically publications and patents,
focusing on the production and consumption, rather than the content of the documents [LOKO0,
TGH*06]. Such analysis begins with the extraction of features or indicators which characterize
the progress or state of science and technology activities. Commonly used indicators include:



1. The number of papers — this feature is an indicator of the degree of scientific interest, and
the level of scientific output associated with a field. This indicator is widely used but is
only suitable if publication numbers are high. Paper counts also do not provide any
indication of the quality of the associated research. For usage examples, see [BeNO06,
TGH*06,SCS*06].

2. Number of co-citations — this can function both as an indicator of the quality of the research
(for e.g. the impact of a journal is often defined in terms of the number of citations received
normalized by the number of papers), as well a means for linking papers or patents to
related work. This measure is useful for studying the structure of a research field or
community. For examples of use, see [Sma06, KYT*07].

3. Number of authors (within a group of publications) — an indicator of the degree of interest
in a field or topic of research (see [ChHO7] for example usage of this indicator).
Average year of publication — An indicator of the currency of a publication [KYTO07].
Number of co-authors (for a particular paper) — A good indicator of the levels of co-
operation, and possibly a means of linking related research themes. See [ChHO7] for an
example of usage of this indicator.
The methods described above require the identification of an associated document-set, typically
obtained via a keyword search. By applying appropriate techniques such as context awareness
and semantic search techniques, the proposed research should help to improve the accuracy of all
the indicators above. However, the main beneficiary will be indicator (1), which will be
enhanced through both increasing the search precision (by discounting papers which are
unrelated), and by retrieving a larger sample of papers through query enrichment using semantic
search techniques.

ok~

2.2.2 Technology forecasting

An important motivation for conducting technology-mining activities is the possibility of
technology forecasting, i.e. prediction of the future evolution of a particular field of research.

This can be done manually by studying charts or other graphical representations of the
publication data (see [KYT*07, ChHO7, SCS*06]), but of more interest is extrapolation using
growth curves, common examples of which include the Fisher-Pry (logistic) and the Gompertz
curves (equations (1) and (2) respectively):
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These curves may be easily fitted to time-indexed bibliometric indicators, whereupon the
forecasts may be conducted directly by analyzing the estimated parameters [BeNO0S5, Mar03], or
by including these parameters in more complex technological evolution models (see [DRMOS,
DGM*06], for example).

However, as in the previous subsection, the accuracy of these predictions is only as good as the
ability to estimate the quantities being studied, be it publication count or patent co-citation or any
of the other bibliometric indicators mentioned previously. Many interesting findings have
already been reported in the literature [BeN05, DGM*06, KYT*07] but there are possibilities for
refining this method further. Certainly, we believe that the proposed enhancements using



semantics and context awareness are likely to result in significant improvements to the results
obtained when conducting this kind of analysis.

2.2.3 Research profiling/visualization

One challenging aspect when entering a new field of research is familiarization with the
“research landscape”. This is particularly important when evaluating the merits of alternative
proposals or strategies; the researcher is quickly confronted with the need to identify the position
of new or potential projects relative to existing work within the field. Not only does she need to
recognize elements (or absence thereof) of novelty within the project, it is also important to
identify niches or promising opportunities within the field and even potential collaborators
[Por07].

This is one of the areas where automated technology mining techniques can be useful. There are
a variety of possibilities where data mining can inform this initial stage of research. One
important example is the process of visualizing interrelationships between research elements
[Sma06, ZhP02], where these visualizations can be created using data extracted from publication
databases. For example, in [ZhP02], a topographic representation depicting the research interests
of various organizations is generated based on similarities between topics cited by these
organizations.

A related activity is the partitioning of large sets of data into a smaller number of self-similar
groups. This process, known as clustering, can be used to help identify key themes and concepts
in complex domains, as has been done in [KYT*07, Sma06]. The two operations of clustering
and visualization are illustrated in Figure 1.

In this context, the contribution of the project is twofold. Firstly, as in the case of technology
forecasting, the benefits of using enhanced feature extraction (via contextual extensions, for
example) will carry over to the visualization process as well; i.e.: gains in precision and recall are
also likely to be reflected in more accurate visualizations, or more representative clusters.
Secondly, while a variety of clustering and visualization algorithms have already been deployed
for technology profiling, these have generally been secondary to the analysis of the findings of
the study. By leveraging existing expertise amongst the Masdar and MIT researchers working on
this project it will be possible to experiment with a greater variety of techniques and methods for
clustering and visualization than has been attempted hitherto in the literature.
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Figure 1 Clustering and visualizing operations

2.3 Data extraction and semantic reconciliation

As mentioned in the previous sections, we propose to use text and data mining to analyze diverse
data sources to detect important trends and directions regarding new technologies (and
combinations of technologies) as sources of alternative energy.

But, since the sources are diverse and heterogeneous, there are two immediate challenges:
(1) Data Extraction and (2) Semantic Reconciliation.

Figure 2 gives a simple example of how these issues relate. The data sources are shown on
the left side of the figure.

e Data Extraction: The data sources might be structured data bases, spreadsheets, or
even semi-structured web pages. In order to do effective and efficient data mining,
these must all be converted into a consistent format, usually structured data bases.

e Semantic Reconciliation: Since the data comes from diverse sources, there are
usually many inconsistent implicit assumptions. Some simple examples are
illustrated in Figure 2, such as the use of US style dates (mm/dd/yyyy) versus
European style dates (dd/mm/yyyy) and costs in different currencies, such as US
dollars versus Euros. These are trivial examples of much more complex cases that



are encountered in real data (a slightly more complex example is presented later.)
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Figure 2 Data Extraction and Semantic Reconciliation

To address these challenges, we propose to use — and extent — technologies developed at MIT as
part of its COntext INterchange (COIN) research effort:

e The COIN Web Wrapping technology to extract data from physically heterogeneous
sources.

e The COIN Context Mediation technology to automate the process of semantic
reconciliation.

2.3.1 Example of Semantic Reconciliation

For illustrative purposes only, let us consider an example of a question related to
environmental analysis that draws on multiple diverse information sources — such as the types of
information illustrated in Table 1. A specific question to be answered is: to what extent have
economic performance and environmental conditions in Yugoslavia been affected by the
conflicts in the region?

This is not an isolated case but one that illustrates concurrent challenges for information
compilation, analysis, and interpretation — under changing and complex conditions.

For example, in determining the change of carbon dioxide (CO,) emissions in the region,
normalized against the change in GDP - before and after the outbreak of the hostilities — we need
to take into account shifts in territorial and jurisdictional boundaries, changes in accounting and
recording norms, and varying degrees of decision autonomy. User requirements add another
layer of complexity. For example, what units of CO, emissions and GDP should be displayed,
and what unit conversions need to be made from the information sources? Which Yugoslavia is
of concern to the user: the country defined by its year 2000 borders, or the entire geographic area
formerly known as Yugoslavia in 1990? One of the effects of war is that the region, which
previously was one country consisting of six republics and two provinces, has been reconstituted
into five legal international entities (countries), each having its own reporting formats, currency,



units of measure, and new socio-economic parameters. In other words, the meaning of the
request for information will differ, depending on the actors, actions, stakes and strategies

involved.

Domain and Sources

Basic Question, Information

Consulted Sample Data Available User Type & Usage
Economic Performance A. Annual GDP and Population Data: Question:

e World Bank’s World
Development Indicators
database

e UN Statistics Division’s
database

o Statistics Bureaus of
individual counties

Country | T0.GDP | T0.Pop | TL.GDP | T1.Pop
YUG | 6983 [237 | 1627.8 | 10.6
BIH 13.6 3.9
HRV 2669 | 45
MKD 6087 | 2.0
SVN 7162 | 2.0

- GDP in billions local currency per year
- Population in millions

Environmental Impacts

e Oak Ridge National
Laboratory’s CDIAC
database

e WRI database

e GSSD

e EPA of individual countries

B. Emissions Data:

Country T0 T1
YUG 35604 15480
BIH 1279
HRV 5405
MKD 3378
SVN 3981

- Emissions in 1000s tons per year

Country History:

TO{YUG} = TL{YUG, BIH, HRV, MKD, SVN}

e CIA (i.e., geographically, YUG at TO is equivalent to
e GSSD YUG+BIH+HRV+MKD+SVN at T1)
Mappings Defined:

e Country code
e Currency code
o Historical exchange rates*

[As an interesting aside, the country
last known as “Yugoslavia,”officially
disappeared in 2003 and was replaced
by the “Republics of Serbia and
Montenegro.” For simplicity, we will
ignore this extra complexity.]

* Note: Hyperinflation in YUG
resulted in establishment of a
new currency unit in June
1993. Therefore, T1.YUN is
completely different from
TO.YUN.

Country Code | Currency Currency
Code
Yugoslavia | YUG | New YUN
Yugoslavian
Dinar
Bosniaand | BIH | Marka BAM
Herzegovia
Croatia HRV | Kuna HRK
Macedonia | MKD | Denar MKD
Slovenia SVN | Tolar SIT
C From | CTo |TO |T1
USD YUN | 10.5 | 67.267
USD BAM 2.086
USD HRK 8.089
USD MKD 64.757
USD SIT 225.93

How did economic output
and environmental
conditions change in YUG
over time?

User 1: YUG as a geographic

region bounded at TO:
Parameter | TO Tl
CO, 35604 | 29523
COy/capita | 1.50 1.28
GDP 66.5 104.8
GDP/capita | 2.8 4.56
CO,/GDP | 535 282

User 2: YUG as a legal,

autonomous state
Parameter | TO T1
CO, 35604 | 15480
COy/capita | 1.50 1.46
GDP 66.5 24.2
GDP/capita | 2.8 1.1
CO,/GDP | 535 640

Note (receiver’ contexts):

T0: 1990 (prior to breakup)
T1: 2000 (after breakup)
C0O,: 1000’s tons per year
COs/capita: tons per person
GDP: billions USD per year
GDP/capita: 1000’s USD per
person

CO,/GDP: tons per million
usD

Table 1. Operational Example: Information Available and Queries to be Answered

In this simple case, we suppose that the information request comes from a reconstruction
agency interested in the following values: CO, emission amounts (in tons/yr), CO, per capita,
annual GDP (in million USD/yr), GDP per capita, and the ratio CO,/GDP (in tons CO,/million




USD) for the entire region of the former Yugoslavia (see the alternative User 2 scenario in Table
1).

A restatement of the question would then become: what is the change in CO; emissions
and GDP in the region formerly known as Yugoslavia before and after the war?

2.3.2 Diverse Sources and Contexts

By necessity, to answer this question, one needs to draw data from diverse types of
sources (we call these differing domains of information) - such as, economic data (e.g., the
World Bank, UN Statistics Division), environmental data (e.g., Oak Ridge National Laboratory,
World Resources Institute), and country history data (e.g., the CIA Factbook), as illustrated in
Table 1. Merely combining the numbers from the various sources is likely to produce serious
errors due to different sets of assumptions driving the representation of the information in the
sources. These assumptions are often not explicit but are an important representation of ‘reality’
(we call these the meaning or context of the information.)

The purpose of Table 1 is to illustrate some of the complexities in a seemingly simple
question. In addition to variations in data sources and domains, there are significant differences
in contexts and formats, critical temporality issues, and data conversions that all factor into a
particular user’s information needs. As specified in the table, time TO refers to a date before the
war (e.g., 1990), when the entire region was a single country (referred to as “YUG”). Time T1
refers to a date after the war (e.g., 2000), when the country “YUG” retains its name, but has lost
four of its provinces, which are now independent countries. The first column of Table 1 lists
some of the sources and domains covered by this question. The second column shows sample
data that could be extracted from the sources. The bottom row of this table lists auxiliary
mapping information that is needed to understand the meanings of symbols used in the other data
sources. For example, when the GDP for Yugoslavia is written in YUN units, a currency code
source is needed to understand that this symbol represents the Yugoslavian Dinar. The third
column lists the outputs and units as requested by the user. Accordingly, for User 1, a simple
calculation based on data from country “YUG” will invariably give a wrong answer. For
example, deriving the CO,/GDP ratio by simply summing up the CO; emissions and dividing it
by the sum of GDP from sources A and B will not provide a correct answer.

2.3.3 Manual Approach

Given the types of data shown in Table 1, along with the appropriate context knowledge
(some of which is shown in italics in Table 1), an analyst could determine the answer to our
question — but through a time-consuming and error-prone process. The proper calculation
involves numerous steps, including selecting the necessary sources, making the appropriate
conversions, and using the correct calculations. For example:

For time TO:

Get CO; emissions data for “YUG” from source B;

Convert it to tons/year using scale factor 1000; call the result X

Get GDP data from source A;

Convert to USD by looking up currency conversion table, an auxiliary source; call the
result Y;

e

-10-



5. No need to convert the scale for GDP because the receiver uses the same scale, namely,

1,000,000;
6. Compute X/Y (equal to 535 tons/million USD in Table 1).
For time T1:

Consult source for country history and find all countries in the area of former YUG;

Get CO; emissions data for “YUG” from source B (or a new source);

Convert it to tons/year using scale factor 1000; call the result X1;

Get CO; emissions data for “BIH” from source B (or a new source);

Convert it to tons/year using scale factor 1000; call the result X2;

Continue this process for the rest of the sources to get the emissions data for the rest of

the countries;

Sum X1, X2, X3, etc. and call it X

8. Get GDP for “YUG” from source A (or alternative); Convert it to USD using the
auxiliary sources;

9. No need to convert the scale factor; call the result Y1;

10. Get GDP for “BIH” from source E; Convert it to USD using the auxiliary sources; call
the result Y2;

11. Continue this process for the rest of the sources to get the GDP data for the rest of the
countries;

12. Sum Y1, Y2, Y3, etc. and call it Y

13. Compute X/Y (equal to 282 tons/million USD in Table 1).

S

~

The complexity of this task would be easily magnified if, for example, the CO, emissions
data from the various sources were all expressed in different metrics or, alternatively, if
demographic variables were drawn from different institutional contexts (e.g., with or without
counting refugees). This example shows some of the operational challenges if a user were to
manually attempt to answer this question. This case highlights just some of the common data
difficulties where information reconciliation continues to be made ‘by hand’. It is easy to see
why such analysis can be very labor intensive and error-prone. This makes it difficult under
“normal” circumstances and possibly impossible under time-critical circumstances. This example
may appear to be simple, but it includes major complexities such as reconciling spatial
territoriality, currency, and atmospheric measures. Barriers to effective information access and
reconciliation to prepare data for effective data mining and utilization usually involve
complexities of this sort.

Although this particular example could be manually handled in a matter of a few hours, for
data mining it is often necessary to gather and adjust hundreds, if not thousands, of such “data
points.” Thus, this example rapidly can grow to hundreds or thousands of hours of labor-
intensive, time-consuming, and error-prone activities.

2.4 The Context Mediation Approach

Context Mediation technology, developed as part of MIT’s COntext INterchange (COIN)
Project, has developed a basic theory, architecture, and software prototype for supporting
intelligent information integration employing context mediation technology [MAD99, GBM*99,
GoBM96, Goh96, SM9la]. A fundamental concept underlying such a system is the
representation of knowledge as Collaborative Domain Spaces (CDSs). A CDS is a grouping of

-11 -



the knowledge including source schemas, data context, conversion functions, and source
capabilities as related to a single domain ontology. The software components needed to provide
harmonized information processing includes a context mediation engine [BGL*00, Goh96], one
or more ontology library systems, a context domain and conversion function management
system, and a query execution and planner [Fynn97]. In addition, support tools are required to
allow for applications’ (i.e. receivers’, such as the data mining engine’) context definition and
source definitions to be added and removed easily (i.e., schemas, contexts, capabilities). We
propose to utilize the current foundation of COIN as the starting point to develop new theories
and methodologies for addressing the research challenges of this research effort.

The MIT COIN project has developed a platform including a theory, architecture, and
basic prototype for such intelligent harmonized information processing. COIN is based on
database theory and mediators [Wied92, Wied99]. Context Interchange is a mediation approach
for semantic integration of disparate (heterogeneous and distributed) information sources as
described in [BGL*00 and GBM*99]. The Context Interchange approach includes not only the
mediation infrastructure and services, but also wrapping technology and middleware services for
accessing the source information and facilitating the integration of the mediated results into end-
users applications (see Figure 3).
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The wrappers are physical and logical gateways providing uniform access to the disparate
sources over the network [Chen99, FMS00a, FMS00b]. The set of Context Mediation Services,
comprises a Context Mediator, a Query Optimizer and a Query Executioner. The Context
Mediator is in charge of the identification and resolution of potential semantic conflicts induced
by a query. This automatic detection and reconciliation of conflicts present in different
information sources is made possible by ontological knowledge of the underlying application
domain, as well as informational content and implicit assumptions associated with the receivers
and sources.

The result of the mediation is a mediated query. To retrieve the data from the disparate
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information sources, the mediated query is then transformed into a query execution plan, which
is optimized, taking into account the topology of the network of sources and their capabilities.
The plan is then executed to retrieve the data from the various sources, then results are composed
and sent to the receiver.

The knowledge needed for harmonization is formally modeled in a COIN framework
[Goh96], The COIN framework is a mathematical structure offering a robust foundation for the
realization of the Context Interchange strategy. The COIN framework comprises a data model
and a language, called COINL, of the Frame-Logic (F-Logic) family [KLW95, DT95]. The
framework is used to define the different elements needed to implement the strategy in a given
application:

. The Domain Model is a collection of rich types (semantic types) defining the domain of
discourse for the integration strategy;
. Elevation Axioms for each source identify the semantic objects (instances of semantic

types) corresponding to source data elements and define integrity constraints specifying general
properties of the sources;

. Context Definitions define the different interpretations of the semantic objects in the
different sources and/or from a receiver's point of view.

The comparison and conversion procedure itself is inspired by and takes advantage of a
formal logical framework of Abductive Logic Programming [viz., KKT93]. One of the main
advantages of the COIN abductive logic programming approach is the simplicity with which it
can be used to formally combine and implement features of query processing, semantic query
optimization and constraint programming.

Further technical details of the COIN theories is beyond the scope of this proposal but can
be found in the References cited.

3  Description of Project Tasks and Individual Responsibilities
The division of labor shall be as follows:

Joint responsibilities

e Survey and selection of suitable databases and information resources
e Tools development

e Development of renewable energy specific ontology

e Choice of example applications

Masdar responsibilities

e Identification and implementation of appropriate visualization techniques

e Selection of suitable clustering methodologies, cluster evaluation and analysis

e Feature extraction using term frequency information, co-occurrence of terms and other
similar information.

e Novel research in data mining and visualization

MIT responsibilities

e Adapting the context mediation framework for use with the project

¢ Identification of necessary “context modifiers: to augment the renewable energy ontology
(see above)

e Development of necessary semantic reconciliation conversion algorithms
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e Novel research in extending the “context interchange” approach

4 Description of Needed Facilities (equipments and computers)

e Two high performance workstations for computation and storage of project related
materials

e Subscriptions to relevant Databases and Information Services

e Books and publications

5 Work Schedule and Milestone Chart, including any international or local travel
anticipated

The execution of the project is envisioned to run in two main phases; the first phase will
correspond to the initial period during which Masdar faculty members are stationed at MIT,
while the second phase will correspond to all subsequent research. The division of tasks between
these two phases is not strict but will approximately be as follows:

e Phase 1: the main activities during this phase will be the development and testing of
requisite tools and utilities. Some data mining and analysis of various data sources will be
conducted but primarily as proof-of-concepts and tests of the capabilities of the tools

e Phase 2: the tools and techniques developed during the first year will be applied and fine-
tuned on the actual target data sources and specific case study (i.e.: energy-related
research).

This division is a logical one because phase 1 activities will leverage the expertise of MIT
researchers in developing the required software tools, as well as in the adoption and extension of
existing MIT-developed technology. Phase 2 activities, on the other hand, are domain-specific
and will require interaction with domain experts and stakeholders in Abu Dhabi.

Below is a Gantt chart depicting the approximate schedules for the key activities of the project.
Note: The following chart assumes that work will commence on the 1* of October 2007. To be
adjusted accordingly for other start dates.

Milestones
M1: 03/31/08 Interim Y1 report due
M2: 09/30/08 Full Y1 report due
M3: 03/31/09 Interim Y2 report due
M4: 09/30/08 Final report due.
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10/07- | 01/08- | 04/08- | 07/08- | 10/08- | 01/09- | 04/09- | 07/09-

Tasks \ Time period | “15,07 | 93/08 | 06/08 | 09/08 | 12/08 | 03/09 | 06/09 | 09/09

Survey of
databases

Tool development

Base indicators

Base visualizations

Contextual/semantic
extensions
Enhanced

visualizations

Data analysis

Milestones M1 M2 M3 M4

6 Deliverables

The expected outputs of the project and the related contributions to the Masdar Institute have
been described in section 1.3, but we provide here a summarized listing of these contributions.

1. Software tools and techniques for conducting “tech-mining”.

2. An ontology tailored to renewable energy technologies.

3. A detailed report describing the key findings of the case-study.

4. Scholarly publications in respected and peer-reviewed journals and conferences.

It is also helpful to distinguish between two classes of deliverables:

The first class consists of contributions which are methodological in nature, viz which
involve the creation of novel techniques; items 1 and 2 in the list above fall into this category.

The second class, consisting of items 3 and 4, describe novel findings obtained via
applications of the methods developed in this project.
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