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The blob is an amoeba, superimposed on
a memory chip announced by 1.B.M. in
February, and now in test production.

The amoeba covers 40 “transistor cells,”
each of which, .00184 inches square, can
store a binary 0 or 1: a “bit.”” The entire

memory chip, a quarter of an inch square,
can store 8,192 bits. Photo courtesy
.B.M.
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"During the 1960s, after a decade
of gestation, the computer captured
the public’s imagination and atten-
tion. It was in this period that many
of today’s engineers and managers
first became exposed to, and know-
ledgable about, computer systems.
Advances have continued into the
*70s, but the scope of the industry
has become so broad that it is diffi-
cult for anyone not deeply involved
in the field to have followed the
more recent changes. This paper will
highlight many of these develop-
ments and forecast their future im-
pacts. Due to the scope of the sub-
ject and the brevity of this article,
it will be possible only to touch
lightly on each matter, but it is
hoped that this article will help to
put developments into perspective
and serve as an initial reference
point for readers interested in pur-
suing a particular topic.

We will divide our subject into
three  categories: technological
cost/performance breakthroughs in
computer manufacturing; the evolu-
tion of computer system architec-
ture, for both hardware (the com-
puting apparatus) and software
(computer  programming);  and
major steps toward meeting the re-
quirements and capabilities of the
user,

Technological Cost/Performance
_Breakthroughs

The hardware in a conventional
computer system consists of an en-
semble of components, including the
processor, which performs computa-
tion; main storage, which holds the
data and instructions used by the
processor; and input/output devices,
which include input-only devices
such as punched-card readers, out-
put-only devices such as printers,
and input-and-output devices (also
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A survey of a rapidly changing field. Briefly, computers
will be more powerful, cheaper, and easier to use.

called secondary storage devices)
such as magnetic tape units. 4

Many technological developments
in computer system hardware will
have significant effects on cost, per-
formance, size, and reliability. Since
there is extensive activity in com-
puter technology, we will single out
only major trends. One warning is
necessary: Costs in the computer
industry are highly volatile, difficult
to determine, and strongly influ-
enced by production volume. Prices,
however, are usually determined by
market conditions and often have
little technical significance.

[J Microprocessors can be defined
as small computer processors that
consist of one or a few semicon-
ductor integrated circuits, manu-
factured by techniques of large-
scale integration (L.S.I.). Integrated
circuits are based upon conventional
semiconductor transistor principles,
but by using special materials and
production (for example, ion im-
plantation and photographic mask-
ing), it is possible to manufacture
and interconnect hundreds or
thousands of transistors on a single
silicon chip. Such a processor’s size
is measured in inches. A simple form
of this technology has sparked the
recent growth of hand-held elec-
tronic calculators.

There are many differences among
the various microprocessors. One of
the earliest and simplest, the Intel
MCS-4, is a four-bit parallel pro-
cessor, where a bit (short for binary
digi¢t) is a unit of information: a
choice between a 0 or a 1 in the
binary number system. A four-bit
parallel processor performs opera-
tions on four bits simultaneously,
rather than one at a time. The MCS-
4 can execute 45 different instruc-
tions with a 10.8 microsecond in-
struction cycle—-—that is, it can exe-

cute almost 100,000 instructions per
second. By comparison, one con-
ventional computer, IBM’s 370/145,
has a 16-bit parallel processor, can
execute over 100 different instruc-
tions, and has an instruction cycle
of a microsecond or below (about
1,000,000 instructions per second).

The microprocessor does have im-
portant advantages in cost and size.
The heart of the MCS-4, the 4004
Control and Arithmetic Unit, sells
for $30 each in 100-unit lots. The
entire 4-chip MCS-4 system sells for
$48 each in 100-unit lots.

There are no serious technical im-
pediments to the development of
microprocessors, since they are typi-
cally based upon standard metal-
oxide-silicon large-scale-integration
(M.O.S./L.SI1.) technology. The
present problems are largely custo-
mer education and acceptance. The
manufacturing cost is very sensitive
to production quantity; it costs only
slightly more to manufacture 10,000
microprocessors than it would to
produce 1,000. The joke that the
only raw material required is a few
shovels of beach sand, though not
technically true, indicates the situa-
tion. (The table on the next page il-
lustrates the sensitivity of L.S.I. cost
to production quantity for processor
and memory circuits.) The market-
ing problem becomes quite apparent
when one recalls that after 25 years
there are still less than 200,000 con-
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Circuit Type Complexity
2,000

(equivalent
transistors)

16,000
(bits per chip)

Logic circuits
(processor)

Random-access
circuits
(memory)

Manufacturing cost per chip
in production quantities of:

10 100 10,000
$260.00 $30.00 $ 5.20
$422.40 $57.60  $20.48

The sensitivity to production volume of
processor and memory circuits manu-"
factured by large-scale integration. The
need to develop a sizeable market to

realize substantial savings in manufac-

ventional computers in the world.
For economic production, it is de-
sirable to sell that many processors
per year.

In spite of these problems, the
list of participants in the micropro-
cessor sweepstakes reads like a
Who’s Who of the semiconductor
industry. Companies enter and leave
and re-enter this list continually.

The immediate need is to develop
uses for microprocessors.

“Non-Computer” applications, by
which we mean integrating the
microprocessor into a larger system,
have been achieved for years with
minicomputers (computers selling
for $10,000 or less), but will be ac-
celerated by the low-cost micropro-
cessor. The possibilities are limitless.
Frequently mentioned applications
include machine-tool control, tele-
phone switching, medical elec-
tronics, automotive controls, and
digital watches. In addition, there
are many applications for which a
low-performance, inexpensive mi-
croprocessor is quite adequate.
Compared with human skills, a
“slow” 100,000-arithmetic-operations-
per-second “personalized” computer
is quite impressive. For example,
the Hewlett-Packard HP-35 Pocket
Calculator (battery powered) can
perform logarithmic and trigono-
metric operations with about 10-
digit accuracy in less than a second.
The newer HP-80 Business Calcu-
lator can perform interest rate,
averaging, and other calculations at
similar speeds. Such calculators are
faster and easier, and are usually
more accurate, than slide rules or
table-interpolation techniques. Mi-
croprocessors will also have their
impact upon sophisticated remote
computer terminals. In fact, much

turing costs is obvious. Source: G. A.
Saxton & Co., Inc., “Future Gomputer
Systems,” by L. Duane Kirkpatrick, In-
dustry Note No. 33, March 26, 1973.

of the current microprocessor activ-
ity is jointly sponsored by termi-
nal manufacturers and the semicon-
ductor companies. Finally, the
larger and more powerful micro-
processors could pose a threat to
the current minicomputer market.
These microprocessors could evolve
into small stand-alone business com-
puters (accounts receivable, pay-
roll, etc.)

Medium-scale computers, such as
the IBM 370/135, 370/145, and
370/155, represent the major seg-
ment of the current computer mar-
ket. A single microprocessor and
even its slightly more expensive and
powerful cousin, the minicomputer,
does not have the processing power
or input-output flexibility to com-
pete with the medium-scale com-
puter. On the other hand, medium-
and large-scale computers are be-
coming more and more decentral-
ized. Separate processors are being
used to serve different functions.
In addition to the central processors
that execute instructions, there are
input/output  processors  (often
called channels) and special in-
put/output-device processors (often
called control units). As the cost
of microprocessors drops and their
performance improves, one be-
comes tempted to use these general-
purpose units in place of the many
different specialized processors in a
medium-scale computer. This trend
is already apparent in the recent
introduction of the Burroughs BI700
system, based upon the Burroughs
“D” machine multiprocessor military

computer, and the IBM System/370-

Models 115 and 125, which use sev-
eral separate microprocessors in-
ternally.

There are many factors likely to

accelerate this trend toward multi-
processor conﬁgurations. One in-
triguing argument is based upon the
impact of the rapidly changing
state of the art on the development
cycle—the time from product con-
ception to full production. Typically,
the development cycle is about five
years for medium-scale computers,
but the simpler minicomputer often
breezes through in two years, oc-
casionally in less than 12 months.
Many important decisions must be
made early in the design cycle, in-
volving such matters as system per-
formance, circuit types, memory
modules, and packaging approaches.
The designer of the medium-scale
computer must make these decisions
four to five years before production.
If he chooses to use existing technol-
ogy, the final product will be sev-
eral years behind the state of the
art. If he extrapolates and projects
the availability of future technology,
he is likely to make some bad
guesses that will result in last-
minute redesign and inefficiencies.
By building medium-scale com-
puters out of multiple general-pur-
pose microprocessors, the final de-
sign may be slightly “less optimal”
than one using specialized proc-
essors, but that is more than offset
by the increased ability to use more
current manufacturing techniques,
as well as the advantages of much
larger quantity mass production,
which dramatically reduce the cost
of such a system. The miniaturized
size of the processors will allow con-
siderable reductions in cabinetry,
power supplies, etc. Modular con-
struction will have its impact on
other costly areas, such as servicing.
Processors might even become dis-
posable.

A long-range forecast for micro-
processors is difficult. The present
sales prices may be somewhat arti-
ficial, since few of the manufacturers
are in full-scale production. There
are improvements possible in all di-
rections. Eight-bit and sixteen-bit
parallel microprocessors have been
developed. There has been at least
one prediction of miCroprocessors
costing as little as $1 within 25
years that will have a processing
rate up to 10,000,000 instructions per
second. But such a long-range esti-
mate is strictly conjecture.

The dramatic reduction in micro-
processor costs must be carefully
considered. The current manufac-
turing costs of a computer system




represents about 25 per cent of the
sales price (marketing, software de-
velopment, research, and profit ac-
count for the rest). The processor
may represent only a third of the
system, the other two-thirds being
memory and input/output devices.
Furthermore, the processors elec-
tronics, excluding power supplies,
etc., may represent less than a third
of the processor’s total cost. Thus,
the advances in microprocessors
affect less than three per cent of a
medium-sized computer system’s
sales price! Thus, while we can ex-
pect tremendous advances in proc-
essor technology, the impact upon
the user will be minimal unless there

are also dramatic changes in other .

areas.
[] Main Storage (also called main
memory or, historically, “core
memory”)  typically  represents

about a third of a computer system’s
cost. The breakthroughs in this
area—both  attained and pre-
dicted—have received considerable
attention.

Semiconductor  technology can
produce  circuitry  capable  of
“storing” binary 0’s and 1’s. Due to
the very high volumes, simplicity
of structure, and modularity of these
memory devices, all of the semi-
conductor technology benefits to
processors also apply to memory.
Most of the computers currently
being manufactured use semicon-
ductor main storage instead of the
traditional magnetic ferrite core
memory.

The semiconductor memory mar-
ket is extremely competitive in both
price and technology. The Intel
1103, a 1,024-bit M.O.S. semicon-
ductor memory circuit, has become
an industry standard and versions
are manufactured by several com-
panies. Due to economies of scale
and a very steep “learning curve,”
the cost of such circuits has dropped
by a factor of ten in a little over
one year. With the eventual com-
mercial maturity of larger semicon-
ductor memory chips (4,096 bits and
above), the cost per bit of memory
is likely to drop by another factor
of ten in the next few years. (The
photograph on page 34 shows an
8,192-bit memory chip now in test
production. )

We can expect future computers
that have larger capacities, smaller
sizes, and less costly main storages.
As an indication of this trend, the
minimum size IBM 370/135 (at 98,-

In 1970 In the late 1970s
Percentage Percentage
System Component Cost of total Cost of total
Main memory
(1,000,000 bytes) $120,000 35 $ 2,400 4
Special memories 40,000 11 2,000 3
Processor logic
circuits 50,000 15 2,600 4
Special circuits 20,000 6 8,000 12
Processor .
subtotal 32 19
Packaging 30,000 9 10,000 15
Power and
cooling 30,000 9 15,000 23
Other 50,000 15 25,000 39
Miscellaneous
subtotal 33 77
$340,000 $65,000

The costs—recent and projected for the
end of this decade—of the component
parts of a large computer’s mainframe

304 bytes of main storage; a byte is
eight bits) is larger than the maxi-
mum size IBM 360/30 {(at 65,536
bytes), its predecessor.

Main storage used to be the most
expensive component of a. com-
puting system. Based on the esti-
mates of the table on this page, it
will soon be possible to obtain ten
times the storage capacity at one-
fifth the cost. Many of the current
ploys aimed at conserving main
storages (program overlays, in-
put/output buftering and handling,
for example) will be unnecessary.
This will result in easier program de-
velopment and simpler, yet more
powerful, operating systems.

[] Intermediate and Secondary
Storage. The use of high-perfor-
mance, direct-access  secondary
storage (such as magnetic disk
units) was accelerated by the IBM
System/360, introduced in 1964. By
now, it is an area of considerable
competitive pressure. The sales
volume of the basic IBM 3330 Disk
Storage Unit alone is expected to
reach over 1 billion dollars. A single
3330 module, storing 100,000,000
bytes, has more than ten times the
capacity and double the access
speed of its ancestor, the IBM 2311,
introduced less than ten years ago.

Current secondary storage de-
vices are largely based upon rotating
magnetic media (for example, mag-
netic disks, magnetic drums, mag-
netic tape strips, and so on). This

(its processor and its main memory).
Source: “Future Computer Systems,”
G. A. Saxton & Co., Inc.

technology can probably be pushed
another factor of ten in capacity
and a factor of two in speed in the
next five years. Beyond that point,
there are at least three limitations
to the electromechanical approach.
We are rapidly approaching physi-
cal limitations in magnetic media
recording capacity and speed. Due
to the need for costly mechanical
motors, the cost per bit of storage
may be decreased by increasing ca-
pacity, but the unit cost continues
to increase. Finally, the mechanical
approach has inherent speed and
reliability limitations.

There are numerous technologies
being pursued that lead to storage
devices falling between the tradi-
tional high-cost, high-performance
main storage and the lower-cost,
low-performance electromechanical
secondary storage. All of these in-
termediate storage approaches have
been successfully demonstrated in
the laboratory and, in some cases, in
limited production. The most suc-
cessful should be in full production
within five years. These technolo-
gies include:

M.O.8./L.S.I. Shift Registers. The
technology is similar to that of
M.O.S./L.S.I. main storage modules,
but rather than direct “referencing”
of each storage location, the data
bits are circulated (shifted) along
a register. Data is usually read or
written only at the ends of the
shift register, analogously to the use




of read/write heads of a conven-
tional rotating electromechanical
storage device. It is possible to pro-
duce M.O.S./L.SI. shift registers
with higher capacities and lower
prices than those of comparable di-
rect-access M.0.S./L.S.I. main stor-

age.
Charge-Transfer Devices, specifi-
cally Charge-Coupled ~ Devices

(C.C.D.’s) and Bucket-Brigade De-
vices. C.C.D.’s are logically similar
to the M.O.S./L.S.I. shift registers
but are based upon the controlled
movement of electrical charge rather
than on transistor-like circuits. They
consist of three layers: the semicon-
ductor material, an oxide layer and
metal electrodes. C.C.D.s are po-
tentially more compact, simpler, and
lower in cost than conventional in-
tegrated circuits. Bucket-Brigade
Devices differ from C.C.D.s in that
they can be constructed from dis-
crete components. :
Magnetic Bubbles. Again, the logi-
cal concept is the same as that of
shift registers. The physical phe-
nomenon is based upon the develop-
ment of “magnetic bubbles” in cer-
tain materials that can be made to
move along paths on the surface.
Although storage and retrieval of
data from magnetic bubbles is
slower than from other technologies,
the bubbles offer the possibility of
very low cost through very high
densities (1 billion bits per inch has

" been forecast ).

Optical (Laser Beam) and Electron
Beam Storage. There are several
beam approaches being developed.
One strategy is based upon focusing
the beam on the surface of a ma-
terial and, depending upon the in-
tensity, either reading or writing a
bit at that spot. Alternatively, using
laser and interference pattern (holo-
graphic) concepts, an array of in-
formation can be accessed at a time.
Some devices can both read and
write, while others can only read

(write once, non-erasable permanent
storage). Current components could
produce a holographic read-only
memory of 10 to 100 million bits
with an access time of about five
microseconds.

The current prices of storage and
the prices anticipated for 1975 are
shown in the table on this page. It is
important to note that intermediate
storage devices are both cheaper and
faster than “fixed head” secondary
devices such as magnetic drums, in
which there is a separate read/write

Typical unit
Cost, in capacity, in Random access
cents per millions of time, in
byte bytes microseconds
Main storage 10 A4—1 .6
(now)
Secondary
storage
(now)
moving head .01 100 40,000
fixed head 2 10 5,000
Main storage 1 1—2 2
(1975)
Intermediate .01—1 1—20 1—1,000
storage
(1575)
Secondary .002 200 20,000
storage
(1975)

The costs, capacities, and access times
of storage now, and projected (by the
author) for 1975. “Intermediate storage”
signifies a new class of devices now be-

head for every recording position
and the appropriate head is elec-
tronically selected. But “fixed head”
storage represents a small fraction of
the secondary storage market. The
new intermediate storage devices
will coexist with faster, though more
costly, main storage and slower,
though less costly, “moving head”
secondary storage, in which there
are fewer read-write heads (which
are expensive) than there are re-
cording positions and the heads are
mechanically moved from one posi-
tion to another. The future of these
storage levels will depend upon
changes in computer system archi-
tecture and applications to take
maximal advantage of each levels
unique characteristics.

[] Archival Storage. By standards of
a decade ago, today’s secondary
storage devices have enormous ca-
pacities. An eight-module IBM 3330
Disk Storage Unit has a capacity of
800 million bytes or “characters.”
(One byte is not required for a
character, but it is generally the in-
dustry standard at this time. A byte’s
eight bits allow 256 different
permutations of 0’s and 1’s—more
than enough to encode upper and
lower case letters (26 times 2), num-
bers (10), and punctuation and
“control” characters—“carriage re-
turn” and others.) If we assume that
there are about 4,000 characters on a
single-spaced 8%2" by 117 sheet of
paper, 800 million bytes is com-

ing created that will provide their data
faster than secondary storage, but will
not cost as much as main storage.

parable to 200,000 sheets of paper.
Yet potential information storage re-
quirements ' greatly exceed this ca-
pacity. For example, as part of an
anti-trust defense, IBM had sub-
mitted over 27 million documents as
of January, 1973.

To satisfy these needs, there has
been considerable work on the de-
velopment of “archival storage de-
vices” capable of storing enormous
amounts of information economi-
cally. These devices are often called
terabit memories since they are de-
signed to hold over 1 trillion bits of
storage (1 trillion bits is about 120
billion characters, or roughly 30 mil-
lion 8%” by 11” sheets of paper).
There are several archival storages
already on the market, including
Grumman’s MASSTAPE, Ampex’s
Terabit Memory (TBM), Precision
Instrumentss UNICOM, and IBM’s
1360 Photo-Digital Storage (PDS).
They provide direct access to over
a trillion bits of storage with a maxi-
mum delay of a few minutes. Typi-
cal cost per byte is around .001¢. In
some devices, such as MASSTAPE
and TBM, the information is eras-
able and rewritable, as in conven-
tional computer storage devices; in
others, such as UNICOM and PDS,
the information is permanently writ-
ten and is not erasable (like using
ink pens).

Even today, an archival storage
unit can hold the capacity of 10,000
conventional magnetic tape reels on-
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line—that is, directly retrievable by
the computer system. The record-
ing medium is usually removable and
can be stored offline, requiring a
fraction of the space of a magnetic-
tape library. The cost of the record-
ing medium itself drops to around
.00005¢/byte. The installation of at
least one archival storage device was
justified by its elimination of the cost
of purchasing, and the space require-
ment for storing, thousands of reels
of magnetic tape. More importantly,
by having all of the storage online,
slow and error-prone manual han-
dling of magnetic tapes can be elimi-
nated.

An 8%” by 11”7 document, again
assuming 4,000 characters of text,
could be stored in computerized
form for 4¢ online or .2¢ offline.
Thus, it may be cheaper to store in-
formation in a computer than on
paper! The implications for effective
use of archival storage units are not
yet fully understood. Experiments in
the future uses of archival storages
are just beginning, such as the
DATACOMPUTER and TABLON
projects. This is an area that can
have a tremendous impact upon so-
ciety.

The capacities, speeds, and prices
cited are already available on the
market. In the next five years, we
can expect significant advances, es-
pecially in laser and electron beam
approaches similar to the UNICOM
and PDS units.
[] Other Trends. System reliability
will increase due to extensive use of
electronic  circuits, error-checking
and -correcting techniques, and
economical redundancy—the use of
duplicate elements either to serve
as “spares” or to check the correct-
ness of each other. The marriage be-
tween computers (and their off-
spring—terminals) and communica-
tions will intensify. Computers are
already being used to control com-
munications in. A.T.&T.s Electronic
Switching System (E.S.S.). Digital
communication, as contrasted with
voice communication, is increasing
rapidly. This area of tremendous po-
tential is complicated by many fac-
tors, including technology, Federal
Communications Commission regu-
lations, relatively inexperienced and
rapidly growing competition, and
AT&T.

Computer System Architecture
The computers of 25 years ago were
high-speed calculators used to gen-

erate ballistic trajectories. Systems
are now being used for purposes un-
dreamed of then, yet the basic com-
puter structures have not changed
much. As a recent conference
speaker stated, “After 25 years of
growth, the computer industry has
reached its infancy.” Research dur-
ing the past decade is about to pay
oft in new and more effective ap-
proaches to computer architecture.
(] Multiprogramming, the inter-
leaved execution of two or more
programs, is standard on most
medium and large-scale systems. But
the procedures presently needed for
multiprogramming are often awk-
ward; they require a large, sophis-
ticated operating system, and fre-
quently introduce considerable per-
formance overhead. By analyzing
the fundamental requirements for
multiprogram operation and incor-
porating these features into the com-
puter hardware, operating systems
can be made much simpler and more
efficient. Rudimentary attempts to
accomplish this can be seen in the
old Honeywell 800 series and the
recent Singer Ten System.

Far more significant approaches can
be found in the VENUS Project at
MITRE Corporation. In that system,
many of the basic multiprogramming
primatives, such as those required
tor  synchronization—WAIT  and
SIGNAL—are provided in the hard-
ware. This enables the VENUS
hardware to know which computa-
tions are currently executable, and
VENUS can automatically select
which to run next. Similar experi-
ments exist in the advanced devel-
opment laboratories of most major
computer manufacturers.

Many of these multiprogramming
facilities will be compatible with
existing software. But to attain even
greater effectiveness, especially in
the multiple microprocessor system
discussed in a preceding section, it
will be necessary to develop new
programming styles. PL/I  (Pro-
gramming Language/One) provides
some of the necessary features for
parallelism and synchronization—
EVENT variables and the WAIT
statement—but other programming
languages are needed and are being
developed.

[] Microprogramming and Control
Hierarchies. The early computers,
though voluminous, were relatively
simple. They performed additions,
subtractions, and comparisons. As

. users developed requirements for

advanced mathematical processing
(vector and matrix operations, for
example), extensive non-numerical
processing (such as character code
conversion or information retrieval ),
and intricate problem-solving, far
more sophisticated computers were
desired. The microprogramming
manufacturing technique makes it
feasible and economical to produce
such systems. There are many low-
level hardware functions (for ex-
ample, setting a bit, starting up the
main memory, or moving informa-
tion between internal registers) re-
quired to accomplish one “instruc-
tion” such as ADD X to Y. In a
microprogrammed computer, these
low-level functions are controlled by
a “microprogram” that indicates the
steps required to accomplish each
instruction. These microprograms
are much easier to change and de-
sign than it is to use conventional
direct electronics to generate the
control signals for the low-level
functions. In the VENUS Project,
many of the operating system func-
tions (for example, synchronization,
interlocks, memory mapping, and
allocation) have been incorporated
into the basic computer micropro-
gram hardware (called “firmware”).
This approach has also been used
to greatly simplify and speed up the
operation of high-level programming
languages (we will discuss pro-
gramming languages later in this ar-
ticle), such as COBOL, FORTRAN
and PL/I on the Burroughs 1700
system, and APL on an experimental
IBM system. This trend will con-
tinue on future systems, providing
far more powerful and efficient pro-
gramming facilities.

[] Virtual Storage and Storage
Hierarchies. IBM has recently popu-
larized the concept of “virtual stor-
age,” the automatic management
and movement of information be-
tween main storage and secondary
storage. Similar approaches have
been used in many earlier systems
by other manufacturers, such as Bur-
roughs and RCA (now UNIVAC).
Virtual storage greatly simplifies the
tasks of the programmer—the major
cost in application development as
well as in improving system per-
formance. It does so by eliminating
explicit constraints on program size
caused by limitations of main stor-
age capacity and by eliminating
much of the explicit concern for
“efficient” use of main storage. If
information is needed, it is auto-



DECLARE A(10)8(10)3

A= A

+ B3

DIMENSION A(10)+B(10)

DO 100
ACD) =

DS
DS
LM
LE
AE
STE
BXLE

A short lesson in computer programming
to demonstrate the differences between
high-level and low-level programming
languages. Shown above are segments
from three computer programs, each of
which produce the same result: the addi-
tion of two vectors A and B, where each
vector is a collection of ten quantities.
The first segment is composed of two
statements in the high-level language
PL/1; the second consists of three
statements in the high-level language
FORTRAN; the last consists of seven
statements in IBM 360 Assembler, a low-
level language. (In all three segments,
we disregard the matter of introducing
the data into storage.) The DECLARE
statement in PL/1, the DIMENSION
statement in FORTRAN, and the DS
(Designate Storage) statements in 360
Assembler all serve the same function:
they reserve space in storage for two
collections of ten quantities each, and

name-the beginnings of the storage loca-

tions A and B. In PL/1, only one addi-
tional statement is necessary to add A to

matically moved into main storage.
If main storage becomes over-
crowded, information is automati-
cally moved to the slower and
cheaper secondary storage devices.
In addition to easing application de-
velopment, these techniques often
lead to improved overall system per-
formance.

The effective use of the intermedi-
ate storage technologies we de-
scribed earlier requires an auto-
matically controlled storage hier-
archy that provides a virtual stor-
age encompassing main, intermedi-
ate, and secondary storage. Research
in this approach is going on in de-
velopment laboratories as well as
universities, including M.IT. The
current problems will probably be
resolved in time to allow the use of
intermediate storage devices in
storage hierarchies for the next
generation of computer systems. The

I = 1,10
A(I) + B(I)
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B and store the result where A was
stored. In FORTRAN, two statements

are necessary; the computer is instructed
to execute statement 100 ten times, each
time incrementing the “counter” | by
one, until all ten eleients of A are added
to the corresponding elements of B.

in 360 Assembler, the programmer’s
work is considerably more complicated.
The programmer must explicitly arrange
for the movement of the elements of the
vectors in turn from storage into the
processor, must write a conditional
branching instruction to perform a com-
parison between a counter and a con-
stant (which he must provide to the
processor) to check if all ten elements
have been added, and have the com-
puter “branch” back to the beginning

if the computation is not complete. Com-
puters can execute only instructions
even simpler than those of Assembler
language; high-level languages are
translated into these basic statements

by computer programs called compilers.

combined effect should further re-
duce programming costs while in-
creasing system efliciency.
[] Remote Computing. One of the
most significant impacts of informa-
tion processing systems will be in
this area, which includes time-shar-
ing, centralized data bases, and com-
puter networks.

Time-sharing, the simultaneous ac-
cess to, and shared use of, a cen-
tralized computer by users at re-
mote terminals, has not met the lofty
projections of its advocates during
the mid 19607, but it has, and will
continue to have, tremendous effects.
Most of the earlier technical prob-
lems have been long overcome and
the reduced system cost makes time-
sharing systems very attractive.
Many people, “burnt” during the
expensive time-sharing fever of the
1960s, are surprised to find that
powerful time-sharing systems are

commercially available for less than
$20,000 a month (such as the VM/
370 operating system on the IBM

System/370 Models 135 or 145).
More limited time-sharing systems,
such as those utilizing minicom-
puters and restricted to the BASIC
programming language, are avail-
able for a fraction of IBM’s price.
At the other extreme, powerful “com-
puter utilities” capable of handling
hundreds of simultaneous users have
finally reached the marketplace.
These include the new Honeywell
H6180 Multics (Multiplexed In-
formation and Computing System)
which was developed in conjunction
with M.I.T.’s Project MAC.

The full impact of time-sharing sys-
tems has been stalled by the lack of
entrepreneurial efforts in applica-
tion areas. We are now beginning
to see the emergence of companies
that use the time-sharing concept to
provide useful and convenient facil-
ities directly to the end-user—the
user of an application-oriented pro-
gram, who is usually not a program-
mer. Typical application areas in-
clude “online advertising media
analysis, engineering/manufactur-
ing/production control systems, and
sophisticated lens-design programs.
Many of the larger time-sharing
services companies ~have already
found that most of their revenue is
derived from the proprietary ap-
plication program services rather
than from their traditional “raw”
computer services.

As the complexity of modern-day
business increases, it is necessary to
place increased reliance upon com-
puter—assisted controls. New infor-
mation-handling concepts coupled
with the economics of secondary and
archival storage devices make cen-
tralized data accessed through re-
mote terminals feasible. Many of the
earlier disasters of “online real-time
total management information sys-
tems” can be attributed to the
naivety of the users and implemen-
tors rather than interpreted as an
indictment of the basic concepts.

The developing need for more
global optimization of large systems,
used by such concerns as a decen-
tralized manufacturing company or
perhaps the Federal Reserve System,
makes it necessary for local com-
puter systems to communicate and
exchange information. Advances in
this area are being made by projects
such as the government-funded
ARPANET and Michigan’s MERIT

o—




system. Commercial versions of
these systems are already appearing
on the market (for example Bolt,
Beranek and Newman’s Interface
Message Processor systems origi-
nally developed for ARPANET).

] Protection. The topics of informa-
tion system protection and security
have received considerable attention
in the press, but their full implica-
tions are probably not yet apparent
to most observers. It is unlikely that
anyone would make a serious at-
tempt to steal your company’s pay-
roll program or even the customer
list—although it is possible. On the
other hand, consider a multi-million
dollar software development com-
pany whose major assets—proprie-
tary application programs—may be
represented by a single reel of mag-
netic tape. The lack of effective
technical and legal safeguards has
been a major obstacle to the growth
of the application-oriented time-
sharing services market. Fortunately,
many, though not all, of the prob-
lems have been solved.

It is useful to divide the problem
of protecting the information in a
computer system into three parts:
validation (How is bad information
kept out of the system?); integrity
(How is destruction or loss of in-
formation prevented?); and security
(How is unauthorized access to the
information prevented?).

It makes little sense to lock your
information system in a lead vault
guarded by Marines if the informa-
tion is meaningless or incorrect. In a

A simple example (that manages to be-
come fairly involved) of an information
system to be used by a manufacturer at

a remote computer terminal. Lower-case
typing is by the user; upper-case typing
is by the computer; “ENTER REQUEST:"”
Initiates each exchange of information.
The user has begun by listing the com-
ponent parts of an inner gimbal as-
sembly, a bearing assembly, an outer
gimbal assembly, and a housing as-
sembly. This information is stored by

the computer. The user then requests a
summary of the parts required for an
outer gimbal assembly (“explode xx
summarized”), and the number of ball
bearings required for a production run

of five outer gimbal assemblies and three
housing assemblies (“explode multiple
summarized”). Finally, the user enters
the quantities of assemblies now in stock
{“enter-info part on-hand”), and wishes
to know, first, how many ball bearings
are required for a given production run
(“explode multiple summarized net”),
and then how many are required if it
were six rather than three inner gimbal
assemblies (part y) in stock. (Source:
MITROL, Inc.)

ENTER REQUEST: assembly y inner gimbal ass
QUANTITY PART-NUMBER DESCRIPTION Y
2 z bearing ass
1 300 ring Y

ENTER REQUEST: assembly 2z bearing assy
QUANTITY PART-NUMBER DESCRIPTION

2 100 ball bearing

1 200 pin

4 os e

ENTER REQUEST: assembly xx outer gimbal assy
QUANTITY PART-NUMBER DESCRIPTION

: 1 v inner gimbal assy
: 2 z bearing assy

: 2 300 . ring

ENTER REQUEST: assembly ww housing assy
QUANTITY PART-NUMBER DESCRIPTION

: 1 z bearing assy

: 4 100 ball bearing

ENTER REQUEST: explode xx summarized
GROSS SUMMARIZED QUANTITIES FOR
QUANTITY PART-NUMBER DESCRIPTION

1 XX OUTER GIMBAL ASSY
khkhhhhhhhhhhkhhhhhhhhhkhhkhhhddd

1 * XX OUTER GIMBAL ASSY

1 * Y INNER GIMBAL ASSY

4 * 2 BEARING ASSY

8 100 BALL BEARING

4 200 PIN

3 300 RING

* INDICATES ASSEMBLY SHOWN FOR REFERENCE ONLY.

ENTER REQUEST: explode multiple summarized
QUANTITY PART-NUMBER

5 XX

3 ww

GROSS SUMMARIZED QUANTITIES

58 100

BALL BEARING

ENTER REQUEST: enter-info part on-hand
PART-NUMBER ON-HAND

: vy 3
: z 2
< 100 20

ENTER REQUEST: explode multiple summarized net
QUANTITY PART-NUMBER

5 XX

3 ww

GROSS O/H NET PART-NUMBER DESCRIPTION

58 20 22 100 BALL BEARING

ENTER REQUEST: enter-info part y on-hand 6

ENTER REQUEST: explode multiple summarized net

58 20 14 100 BALL BEARING




New Jersey town preparing the data
for computing the tax rate, a value of
$10,000,000 for one resident’s house
was incorrectly placed in computer
storage. (A decimal point was mis-
placed or a keypunch operator was
sleepy.) After the tax rate was com-
puted, the mayor was pleased to an-
nounce that the town had one of
the smallest rate increases in the
state. Months later, an irate resident
complained of a $10,000,000 prop-
erty assessment on his 8-room house.
At last report, the mayor was look-
ing at a sizable budget deficit.

Techniques have been developed
to prevent the loss of information
stored in a system. These include
“backup” copies that are automati-
cally generated (for example, by the
Multics backup system) and dupli-
cate copies that are automatically
maintained.

Security, and the related issues of
privacy, have received considerable
attention. Modern computer systems
provide facilities, such as “super-
visor” and “user” modes of opera-
tion, to help enforce security. Due
to the complex interdependencies of
information and users, it has been
difficult to develop security tech-
niques that are exactly sufficient for
their intended purpose and yet do
not impose unnecessary constraints
on system use. M.LT.’s Sloan School
Information Systems Security Proj-
ect is investigating these problems
as part of IBM’s 5-year $40 million
joint research effort in conjunction
with university, industry, and gov-
ernment investigators.

Systems that are Easier to Use

We have thus far presented ad-
vances that are driven primarily by
technological innovation in hard-
ware manufacturing and system
architecture. It is reasonable to ask,
“What about the user?” In addition
to the unselfish desire to make life
more pleasant for users, there are
many important dollars-and-cents
reasons that are accelerating manu-
facturers’ and researchers’ efforts. If
the prices of hardware drop as an-
ticipated, it will be possible to do
next year’s processing at less cost
than this year’s. One estimator claims
that the current world-wide inven-
tory of processors and memories
could be replaced at a cost of less
than $1 billion by 1975. Thus, if
there is not continual and massive
growth of the market, the industry
will stagnate—and its dollar rev-
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Pick up

OK.

a big red block.

Find a block which is taller than the one
you are holding and put it into the box.

BY "IT", I ASSUME YOU MEAN THE BLOCK
WHICH IS TALLER THAN THE ONE I AM
HOLDING.

OK.

What does the box contain?
THE BLUE PYRAMID AND THE BLUE BLOCK.

Will you please stack up both of the red blocks
and either a green cube or a pyramid?

OK.

Which cube is sitting on the table?
THE LARGE GREEN ONE WHICH SUPPORTS THE
RED PYRAMID.

Is there a large block behind a pyramid?
YES, THREE OF THEM: A LARGE RED ONE, A
LARGE GREEN ONE AND THE BLUE ONE.

Put a small one onto the

supports a pyramid.

Put the

OK.

littlest pyramid on top of it.

green cube which

Does the shortest thing the tallest pyramid's
support supports support anything green?
YES, THE GREEN PYRAMID.

Had you touched any pyramid before you put the
green one on the little cube?
YES, THE GREEN ONE.

When did you pick it up?
WHILE I WAS STACKING UP THE RED CUBE, THE
LARGE RED BLOCK AND A LARGE GREEN CUBE.

Why?
TO
wWhy did
TO
Why did
TO
Why did
TO

GET RID OF IT.

you do that?
CLEAN OFF THE RED CUBE.

you clear off that cube?
PUT IT ON A LARGE GREEN CUBE.

you do that?
STACK UP THE RED CUBE, A LARGE

BLOCK AND A LARGE GREEN CUBE.

Why did

you do that?

BECAUSE YOU ASKED ME TO.
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At left, some sample dialog from the
Blocks World System, created by Profes-
sor Terry Winograd at M.1.T.’s Artificial
Intelligence Laboratory. The system
includes a computer programmed to un-
derstand English-like language. Human
commands and questions concerning a
scene contalning a table, a “hand,” an
open box, and an assortment of blocks
and pyramids are in lower-case typing;
the computer’s responses are in upper-
case typing. The system responds with an
“OK’ after executing an order. Examples

of its processing: For the second request,
the computer must deduce which block it
is holding and determine the referents of
the words “‘one” and “it.” In the com-
mand to “‘put a small one onto the green
cube,” the system interprets “‘one” in
light of the previous request to mean a
block. Later, the meaning of “littlest,” a
word not yet in the computer’s vocabu-
lary, is surmised from the computer’s
knowledge of the word “little.” The
drawing above shows the initial and final
states of the scene.

enues will shrink tremendously.

~ All these gloomy statements have

potentially applied over the past 25
years. Fortunately, the market has
always grown much faster than
prices could drop, and a demand has
developed for larger and more
powertful systems. When the early
ENIAC computer was built, reliable
experts predicted that 100 such ma-
chines would satisfy the country’s
computational needs for the rest of
the century. Needless to say, the
market was somewhat larger.

We will take the position that there
is enormous potential market growth
for computerized processing and in-
formation systems. But we can iden-
tify three major bottlenecks to
growth:

Salaries vs. Hardware. It is estimated
that close to 70 per cent of the de-
velopment and operation costs of
new application areas is tied to
people (including their salaries, of-
fice space, fringe benefits, etc.) and
only about 30 per cent is tied to
computer hardware. If the hardware
costs were to drop to zero, there
would still be relatively little in-
creased incentive to develop ap-
plications at a faster pace.
Maintenance vs. Development. In
most mature data processing in-
stallations, about 80 to 90 per cent
of the personnel and costs are de-
voted to the operation and main-
tenance of existing applications.
This leaves only about 10 to 20 per
cent of the budget for the develop-
ment of new application areas.

User Sophistication and Education.
The first two bottlenecks relate pri-
marily to the market of current, rela-
tively mature users. An even larger
market is found in present non-
users, frequently representing small
and unsophisticated concerns. The
third bottleneck is tied to making
systems usable by the uneducated
non-user. ,

In this section we will discuss ap-
proaches and techniques, in exis-
tence or being studied, that attack
these bottlenecks.

[J High-Level Languages and Prob-

lem-Oriented Languages. A “ma-
chine language”™—the language in
while each statement represents a
single instruction to a computer—
is awkward and tedious for human
use in expressing a problem. Instead,
the user expresses his problem in an
“English-like” high-level language
(HLL.), such as FORTRAN
(FORmula TRANslator) or COBOL
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(COmmon Business Oriented Lan-
guage), and the computer trans-
lates the problem into machine lan-
guage, using a computer program
called a compiler. The net effect is
that it is easier and faster for the
user to write computer programs.
The illustration on page 40 shows
the amount of effort required to spe-
cify a vector addition using two
H.L.Ls—PL/I and FORTRAN—
and the “assembly language” (low-
level language) for the IBM Sys-
tem/360 computer. The PL/I and
FORTRAN forms are converted to
the low-level form by the appro-
priate compilers.

A Problem-Oriented Language
(P.O.L.) is a high-level language
specialized for a particular applica-
tion area. For example, the COGO
(Co-ordinate Geometry) language is
intended for use by civil engineers,
and provides facilities for con-

veniently expressing arcs, angles,”

areas, and so on.

H.L.L.s and P.O.L.s have been in
use for many years. But in the past,
it has been expensive and difficult to
implement compilers. Some H.L.L.s
and P.O.L.s have not been much
easier to use than machine language.
Finally, the use of HLL.s and
P.O.L.s often resulted in programs
that were less efficient than pro-
grams manually translated into as-
sembly language. These problems

| -~ have been largely overcome, due to

research resulting in techniques that
produce economical, efficient, and
more powerful compilers; the shift
in cost from computer hardware to
people, so that even if the compiler
is inefficient, a manual translation
would usually be much more expen-
sive; and new computer architec-
tures that provide for efficient opera-
tion of H.L.L.s and P.O.L.s—such
as an experimental computer sys-
tem, employing microprogramming
that directly executes APL (A Pro-
gramming Language) statements
rather than assembly language in-
structions.

[] Generalized Application Pack-
ages. While high-level languages
make programming easier, they still
require programmers. Yet every
company seems to want a payroll
program, an inventory control pro-
gram, an accounts receivables pro-
gram, and so on. The vast majority
of current programmers are working
on projects that have already been
done at other companies.

The problem is usually not due to

company secrecy. In fact, some com-
panies have found that marketing
their programs has brought in con-
siderable extra revenue. The prob-
lem, in general, is that no two pro-
grams are exactly the same, even
when they are written for similar
purposes. The ubiquitous payroll
program, for example, may differ due
to handling of salaried vs. non-
salaried employees, whether the
company is intra-state or inter-state,
pension plans, etc. Thus, one com-
pany’s program may be worthless,
or at best of minimal use, to another
company.

Yet there is usually a manageable
number of mutually exclusive op-
tions whose combinations and per-
mutations result in the tremendous
diversity within a given applications
area, like payrolls. A generalized
application program attacks this
problem by providing the capability
to handle all of the possible options.
The user merely specifies which op-
tions he needs and what particular
values must be used. This approach
has been pushed quite far by the
Applications ~ Customizer facility
used on IBM’s small-scale System/3
computers and the Business Man-
agement System on the Burroughs
B1700, B700 and L series.
Generalized application packages
have made the computer usable by,
and economical for, a large market—
the small users. But developing a
generalized application program is
usually much more costly than de-
veloping any single non-generalized
application program. Thus, only
large companies with many cus-
tomers can justify the initial cost.
Furthermore, as computers move
into areas with ever more options
(such as production scheduling and
market analysis) and totally new
areas (such as medical applica-
tions), the cost of developing the
generalized program increases and
the market size decreases. For now,
the growth of entrepreneurial soft-
ware companies, in addition to the
present computer manufacturers,
will result in considerable activity in
the generalized application package
area.

[] Information Handling and Docu-
mentation. The actual writing of
computer programs is only part of
the cost of developing new systems.
The use of high-level languages has
made some programmers so effective
that it takes more people to explain
how to use the software than it took

to write it. The “documentation” of
programs has become a serious bot-
tleneck. While the use of “English-
like” high-level languages that are
easy to understand reduces the
amount of additional documentation,
some is still required. The truly self-
explanatory program does not yet
exist.

Just as compilers were developed
to help in the programming and
translation process, various tools
have been developed to aid in the
documentation process. Online man-
uscript processing systems, such as
IBM’s SCRIPT/370, make it con-
venient for the programmer to create
and update system documentation
without the additional cost and de-
lays of requiring separate secretarial
services. These tools, although orig-
inally developed by computer
people for computer people, are
finding increasing usefulness in any
type of project that requires sub-
stantial amounts of documentation
which is revised and updated over
a long period of time.

[] Intelligent Information Manage-
ment Systems. The computational
uses of computers are continually
dropping in importance compared
with information storage and proc-
essing. Decreasing costs coupled
with the emergence of archival stor-
age devices are accelerating this
trend. Many companies made at-
tempts during the 1960s to develop
“online real-time total integrated
management information systems.”
In many cases the entire concept
and the planning were poorly han-
dled. In other cases, the existing
technology did not meet the require-
ments.

The illustration on page 41 shows
the use of an online information
processing system for manufacturing
companies. Everything to the right
of a colon and in lower case was
entered by a user at a remote ter-
minal; all other printing (in upper
case) represents responses typed by
the computer. The user can describe,
for permanent storage, how his man-
ufacturing assemblies are put to-
gether. Once the information has
been entered, questions can be
asked—fairly straight-forward ques-
tions, but ones that are deceptively
difficult to unravel in companies
with thousands of parts and hun-
dreds of products. By exploiting
modern information management
technology, good “human engineer-
ing” (ease of use) and the time-
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sharing concept, powerful systems
are now available to manufacturing
companies that couldn’t afford or
didn’t want in-house computer fa-
cilities.

Consider an example of a com-
pany’s computerized personnel files.
If the names of each employee’s
parents are provided, it should be
possible to inquire how many father/
son pairs are currently employed by
the company. In most conventional
systems, such a query could not be
made unless the system were
modified to handle it. This example
can be extended further by con-
sidering the question of how many
grandfather/grandson pairs are cur-
rently employed. Note that the
grandfather-and-grandson informa-
tion may not be explicity stored in
the data base. But by using the in-
formation on parents and children
of each employee, the grandfather/
grandson pairs can be identified.
Systems that are automatically able
to make these discoveries are often
termed “intelligent” data base sys-
tems. There is considerable activity
in this area in industry and univer-
sities, including M.LT.s Sloan
School of Management. These in-
telligent data bases will greatly en-
large the present information sys-
tems market for both large and small
users.

[] Artificial Intelligence and Auto-
matic Programming, The term “ar-
tificial intelligence” often brings to
mind robots, chess-playing com-
puters, and other far-out sounding
concepts. In recent years, the field
of artificial intelligence has devel-
oped many concrete results. Two
significant advances have been goal-
directed programming and natural

(English) language capabilities.
Goal-directed systems, such as
MIT’s PLANNER and CON-
NIVER, differ from conventional
programming techniques. The user
expresses, in reasonably precise
terms, what he wants done rather
than the how-he-wants-it-done re-
quired by conventional program-
ming. This approach makes it easy
and convenient to build larger and
more complex systems and puts
much of the mechanical problem-
solving burden on the computer
rather than on people.

The example presented on pages
42-43 illustrates the use of goal-di-
rected techniques as well as recent
results in natural language under-
standing, This work was performed

at the M.IT. Artificial Intelligence
Laboratory. At the right is a collec-
tion of blocks as seen by a mechani-
cal eye. These blocks can be manipu-
lated by a mechanical hand. At the
left is a dialogue between human
(lower case typing) and computer
(upper case typing). The “Blocks
World” system allows the user to
converse about children’s blocks.
Knowledge about concepts such as
“on top of” and “supports” is incor-
porated into the system. The goal-
directed approach can be seen at
the end of the dialog as the system
explains how and why it took certain
actions. The final position of all. the
blocks is shown in at the lower right.
The Blocks World system, although
representing tremendous progress in
artificial intelligence and natural
language understanding, is still
largely a “toy” system. Researchers
are exploring ways to extend these
techniques toward solving many of
the programming development bot-
tlenecks. By combining the applica-
tion-specific knowlege of gen-
eralized packages, the power of flex-
ible information management sys-
tems, and the goal-directed ap-
proach, it may be possible to com-
municate with the computer in En-
glish and have it directly produce
programs without the need for “pro-
gramming” as it currently exists. The
Advanced Research Projects Agency
(A.RP.A.) of the Department of De-
fense is funding research in such
areas, under the heading of “auto-
matic programming,” at several uni-
versities, including M.I.Ts Project
MAC Automatic Programming Di-
vision. A similar effort exists at the
University of Michigan.

Control by the Users

We have attempted to identify sig-
nificant trends in computer system
development that are likely to have
substantial impact upon the ways
that computers are used.

A point to consider is that realiz-
ing the full potential of these ad-
vances depends on making dramatic
changes in information system usage
and structure. In many cases, these
changes are more under the control
of information system users than
manufacturers. An informed user
community is an important require-
ment for future progress.
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Letters

Energy Crisis—Short and Long

The issue of energy supplies for an in-
creasingly industrial and populous world
has many dimensions, in which today’s
“energy crisis” has a very short time frame.
In this issue of Technology Review we
bring you reports on two new sources of
conventional energy fuels whose time
frames may be described as “intermedi-
ate”; their major contributions to U.S. en-
ergy supplies cannot come much before
the 1980s. The point is important: few
technological “fixes” are available on a
time frame shorter than this.

Next month the Review’s focus will be
on energy conservation—at once a short-
term and a long-term issue. As our authors
will reveal, some more or less superficial
and surely modest contributions to re-
solving our energy shortage can be made

- very quickly through conservation. More

significant energy savings will take longer;
but, our authors will contend, they need
not bring with them massive changes in
our way and standard of life,

Science in Society .

_Belated, we record with pride ‘that Victor
Cohn of the Washington Post, whose regu-
lar contributions to the Review continue
in the current volume (he is also an es-
teemed member of our Advisory Board),
has won the first Science-in-Society Award
for life science reporting from the National

- Association of Science Writers. Mr. Cohn’s
-+ prize was for a series on sickle-cell anemia

ublished in the Post; that was also Mr.
ohn’s subject in Technology Review for

January, 1973 (pp. 4-3).

Index to Volume 73

The long-awaited index to issues of Tech-

nology Review published in 1970-T1 is

now available. Copies are being mailed to

all libraries subscribing to the Review and
" to individual subscribers who have ‘re-

corded with us their wish for an index.

Others should now make requests. There is

no charge. -

Indexes to Volumes 72, 74, and 75 are
in preparation.
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The Key Ecological Unknown
In his first -contribution to Technology
Review (“Ecology: Hard Push on a ‘Soft’

Science,” October/November, pp. 16-17),.

Ian C. T. Nisbet skirts around but does
not nail down a few political realities. Any
assessment of environmental impact—to be
meaningful-——must necessarily be built
upon assumptions as to public at-
titudes as well as on technical findings.
Our benchmarks for clean air, clean water,
or clean streets have less to do with a
definable “degree above zero” than with
what various members of the public con-
sider acceptable or attainable. No matter
how accurately the probability and magni-
tude of, say, certain fish kills are quanti-
fied, the impact of such kills is essentially
subjective, loaded with emotional factors
not amenable to cost-value analysis. It is
the impact of a particular set of findings
or predictions on the minds of men—not
the impact of the pollutant on the environ-
ment per se—that is our key unknown.

Thus it would appear that those re-
sponsible for environmental impact studies
really should begin .with attitude mea-
surement in the affected communities. This
might well call for a scientific opinion
profile of a representative sample of citi-
zenry to determine their levels of concern
for changes in the environment, good
or bad, from the standpoints of health,
economics, recreation, and esthetics.

Only with such a public opinion study
at hand can the significant impact of prob-
able environmental changes be forecast. A
seemingly major problem of sewage dis-
posal may be whitewashed, while a minor
degradation which runs counter to a cer-
tain nostalgic chord may blow the lid off.
Without such an analysis to set a baseline
for an impact study, the findings of scien-

-tists. and engineers will never satisfy the

ecologists, the anti-ecologists, or the folks
who pay the bills. :

E. Scott Pattison
Dunedin, Fla.

¥
I~ concept is, of course, that you never dis-
semble an assembly in order to get the
parts out of it. This means, for example,
that you would never take a part z bearing
assembly, which is assembled and on the
shelf, and tear it apart to extract the two
part-100 ball bearings that are inside of it.
This assumption, besides being fairly ob-
vious, is, in fact, generally accepted in the
manufacturing industry. With this thought
in mind the problem that is noted by
Ralph Evans becomes apparent. When we
had three ys on hand, we needed 22 part-
100s. When we increased the number of
ys by three, that logically adds 12 more
part-100s.- Based upon the reasoning of
Ralph Evans, and most other people, it
would seem that the requirements for part

12 = 10. But this assumption is only true if
we need to use all 3 ys or were willing to
cannibalize the ys. The latter case of can-
nibalization is excluded. If one goes back
and examines the original requirements
needed to build the 5xxs and 3vys as
stated, we don’t need to use all of the ys.
In fact, only five out of the six ys.can be
used for the production order without re-
course to cannibalization. Thus, four of the
part-100 ball bearings that are encom-
passed in a y cannot be used, and we must
separately order or obtain four ball bear-
ings. Thus the actual requirement for part-
100 ball bearings becomes 14. It turns out
that if one takes a step-by-step analysis of
the actual requirements, this answer be-
comes obvious. The main problem occurs
when people attempt to make shortcut,
quickie solutions to the problem and do
not consider the specific requirements that
are needed at each level of the assembly
process. This is one of the key things that
we wanted to show in the example of an
information system able to take these
actual manufacturing requirements into

Never Dissemble an Assembly
I was unable to verify the information
svstem example given by Stuart E.
Madnick (see “The Future of Compu-
ters”) on p. 41 of the July/August issue.
On the last line of the example I came
with a net of 10 (when part y on-hand is
changed to 6). Since part y contains 4 of
part 100 it is easy to see that increasing y
by 3 will result in a reduction of 12 for
the net required of part 100.

The quantities given for a y of 3 and
z of 2 check out. The last answer would
also have checked out if z had been re-
duced to 0. ’
Could you please explain.

Ralph H. Evans
Alexandria, Va.

Professor Madnick explains:

_ The -problem that Ralph Evans noted is

very common. I -have on several occasions
seen Trofessional auditors and inventory
control experts somewhat confused or be-

fuddled . by - this phenomenon. The key

consideration.

100 dropped to 10-—that is, 22 minus

Nothing Disrespectful in the Occult

In “Status Comes to Occult Science”
(October/November, pp. 18-19), Peter
Gwynne states, “And in the eves. of the
scientific community, it is only this type of
experimentation that will give the study
of the paranormal the respectability
towards which it is now striving.”

In my opinion, it all comes down to a
matter of labels. Why call the field occult
or paranormal? It is a study of normal
functions which we have not as yet man-
aged to understand. Mental telepathy is a
perfectly normal function of the mind that
is trained for it; there is nothing para-
normal about it. The so-called aura is also
just an emanation from living things; just
because we do not quite understand it is
no reason to find the study lacking in re-
spectability.

If people are seriously trying to study an

aspect of life that is not vet fully under-

stood, why - not %:‘ve them all the en-
couragement and

push ahead into the most important ter-
ritory of all, : v

Joan C. Westcott
Sarasota, Fla.

elp possible? In other
words, change the terminology, and let's -

.



