	MIT SAP Dropbox Test Plan 

	Business Area: 
	Analyst: 
	Process Owner: 

	Filename: 
	Data Provider: 
	Contact: 

	* User Profile: 
	** Authorized Person: 

	Execution Frequency: 
	Developer: 

	Purpose: 


	Business Area: 
	Analyst: 
	Process Owner: 

	Filename: 
	Data Provider: 
	Contact: 

	* User Profile:
	** Authorized Person: 

	Execution Frequency:
	Developer: 

	Purpose:  


	Business Area: 
	Analyst: 
	Process Owner: 

	Filename: 
	Data Provider: 
	Contact: 

	* User Profile:
	** Authorized Person: 

	Execution Frequency: 
	Developer: 

	Purpose:   


*   agent, rep, or role [job title] 



** business person that executes the job
Identification
(identify necessary process components)

Business processes - For details on how feed files on the data provider’s machine are made available to SAP,

Refer to

..\..\Developers' Lunch Presentations\Campus Dropbox Implementation\Dropbox Presentation.doc
Transactions

(list transactions that will be tested) 

Programs
(list programs that will be tested)

Test team participants

· Admincomp QA:

· Business Analyst: 
· Process Owner: 

· Authorized staff: 

Test case storage location



(list location (path) of test case files)

1. Test Objectives
(a high level explanation of what the test needs to accomplish)

3. Test Scenarios 
(describe detailed situations/processes that need to be tested)

· Success (positive test cases)

· Failure (negative test cases)


4. Test Data
(Description of any fields, templates, files, documentation, etc. that is relevant information for testing. Answer questions that follow that are relevant to your process and delete those that aren’t)
 
What is the layout of the data file? 
· Record length? 
· Size and position of each field? 
· Which data fields are required?
Are there concerns regarding overtaxing the test system?

· What volume of data is sufficient to test the specified scenarios?

Do appropriate test files already exist on the dropbox?

· How long does the process normally take to run?

· If more than two hours, is it possible to obtain a small extract file? 


Can the same test file be used repeatedly? 

· Will the file remain available (in the dropbox sapin directory)?

· Can any data post if others reject due to being undefined, expired, or otherwise invalid (eg. blocked)?

· Are there old dates on file that could prevent application of data to the Budget or the G/L?

· Are there any other impediments to retesting with the same file? (please detail)

In general, are there restrictions that may impact testing which apply to:

· G/L accounts? 
· Cost Objects? A single blocked or non-existent cost object will prevent the JV document from posting.

CATT test cases
(list name and location of any CATT test cases)


5. Expected or Required Results 

(What are the anticipated results and how are they shown? In other words, what is the output from the testing based on the test objectives? It could be reports, displays, printed media (checks), extracts (warehouse, P.O. invoice imaging) or creation of cost collectors and documents) 

· View [program] output to see [what, if anything, was posted and what was rejected]

· Run external reports such as the [summary statements] to verify valid data was applied to [the G/L]

· Confirm effects were as expected on specified

· G/L accounts (or cost elements)

· 999999… etc. (list)

· cost objects 

· 9999900… etc. (list)

· [costing sheets]


· Verify that no data was applied to [the G/L] if the file had [too many] errors [as per the threshold]
6.   Entrance criteria

(explain anything that has to happen prior to this test in order to make it work properly) 

· Assess Test Data needs (item 4.) and complete 

7. Setup and Execution Procedures

(step-by-step details of how the test is conducted) 


Developer 

Define a variant in the test environment for each feed process, referencing the generic data file name 

Example: /usr/bridges/tst1/sapin/dbudopln.sss.ccyymmddhhmmss or budojvl.sss.ccyymmddhhmmss


· From /nSE38 enter the program name [  ] and click execute 
· On the subsequent screen enter

· Filename (preceded by path /usr/bridges/tst1/sapin/ )

· Other requisite parameters (reusable values wherever possible) [defaults or others as per test scenario]


· From the menubar select Goto-->Variants-->Save as Variant

· Enter Variant name name [Example: TEST_PASS or TEST_FAIL] and Description, then SAVE

From /nSCAT create a CATT module with a descriptive name to define and schedule a batch job [comprising two steps, one per feed process] 

· Record transaction SM36 including

1. Start date SY-DATUM (default = today) and start time 18:15:00 (or as otherwise instructed by Ron Parker)

2. Program name  

3. Variant name  

4. Print parameters

· business area local printer: BUD3 for E19-663, BUD5 for E19-665?
· print immediately or hold (spool) output  (per process owner preference)
Tester

Request [data and control] test file pairs from business analyst and verify their presence on sapin

· From SE38, enter program name [    ] and click execute 

· From next screen, click execute 

· Of the directories displayed, double-click on sapin 
· Search for file names using binocular icon (example: glt)


Modify variants and/or create new ones for each specified data file in the test environment as follows: 
From the fast path enter/nSE38 enter the program name [   ] and click execute 

· On the subsequent screen enter filename dbudopln.907.20020729193618 [for example] 

· (preceded by path /usr/bridges/tst1/sapin/  (if required)

· Other requisite parameters [defaults or others as per test scenario, eg. click Test Mode checkbox]


· From the menubar select Goto-->Variants-->Save as Variant

· Enter Variant name [eg. TEST_PASS] and Description, then SAVE

Run CATT test cases (see all test case names under TEST DATA)
From the fast path menu enter/nSCAT then the test case name [search if needed for Z_JOB*] and click execute
· When necessary, enter import parameter data as appropriate

· &DATE [to override today default]

· &TIME [to override 18:15:00 default]

· &VARIANT [e.g. TEST_PASS or TEST_FAIL]

· &PRINTER [to override local default]

· Execute with Process mode = errors  
       

· Monitor job execution

· From the fast path menu enter /nsm37

· Job name = *

· User name = full user ID of the alias you used to run the job (example: dturn for ssawyer.dni)

· Job Status = make sure all boxes are checked except scheduled (default)

· Job start condition = yesterday’s date assuming job runs overnight (default = today)

· Click Execute

· Job name will appear, for example: ZPRC007 or ZAPZSPON  

· Status will appear, for example: Active, Finished, or Canceled

· Review output when job completes

· Document postings via /nFB03 
· Click LIST on menubar

· Enter fiscal year

· Enter posting date [date of test] 

· Enter document type if known

· Reports produced by the test itself

· Other reports as specified by process owner under Exit Criteria
8.   Exit criteria
(requirements for process owner sign off – what’s the bottom line of what a process owner can live with before the program or process is moved to production?)

· What is the expected impact of this process on your other business processes? (please describe in detail)
· How will you assess the ramifications of the test?
9. Responsibility
(who will sign off on whether the testing is satisfactory and complete before moving code to production?)

10.    Test Issue Tracking

(record of executions or changes)
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