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Nusselt number in the rangestKn=<0.2, and a stochastic molecular simulation technique
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Peclet numbers. Our results show that the slip-flow prediction is in good agreement with
the DSMC results for K&0.1, but also remains a good approximation beyond its ex-
pected range of applicability. We also show that the Nusselt number decreases monotoni-
cally with increasing Knudsen number in the fully accommodating case, both in the
slip-flow and transition regimes. In the slip-flow regime, axial heat conduction is found to
increase the Nusselt number; this effect is largest at=Rrand is of the order of 10
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1 Introduction have used the simplest monoatomic gas model, the hard sphere
similarity guarantees that our non-dimensional results are
for all dilute monoatomic gases. Our continuum solutions

, of course, not specific to monoatomic gases; this will be fur-
er discussed below. Our molecular simulations were performed
sing a stochastic simulation technique known as the direct simu-

Over the last decade there has been an enormous interesgaﬁ%’
micro and nano-technology. As systems approach microscoﬁff%'d
scales, increasing deviations from the well-established continu
laws are reported17]. In dilute gaseous flows the failure of the
continuum description is quantified by the Knudsen number, d

fined here as the ratio of the molecular mean free path the |ation Monte CarladDSMC). . .
channel heightl. The regime &Kn=<0.1 is referred to as slip- The constant-wall-temperature Nusselt number in the slip-flow

flow; no-slip is captured by Km0O. For Kn=0.1 the continuum regime can be _d_etermined usi_ng continuum theory_ subjec_t to slip
description is expected to fdif], and the regime 02Kn<10 is boundary conditiongboth velocity and temperaturehis was first
referred to as the transition regime because the molecular motigifertaken by Inma18]. The work of Inman shows that for
undergoes a transition from diffusieontinuum for Kn=0.1, to fully accommodatlng walls the Nusselt numbgr decreases in the
ballistic for Kn=10 (free molecular flow presence of slip, as expected. _Thls was _verlfled by Kayehppur
In this paper we consider the constant-wall-temperature het-al-[19], who performed a series of continuum calculations in
transfer characteristics of two-dimensional channels that are siife slip-flow regime investigating the relative effects of rarefac-
ficiently long for flow to be fully developed. Our objective is totion and compressibility. However, the work of Inman and subse-
understand convective heat transfer in the transition regime, aii¢ent investigators did not include the effects of axial heat con-
in particular, to bridge the continuum slip-flow physics to théluction that become important for low Peclet numbers that are
transition-regime physics. This is a difficult task; the flow physici/pical in small scale geometries.
includes the effects of compressibility, viscous heating, expansionThe effects of axial heat conduction have only been investi-
cooling, and thermal creep, which are typically neglected in cogated in the no-slip limit. The original investigation by Pahor and
tinuum analyses. For the above reasons, we have performed Strnad[29] shows that in the presence of axial heat conduction the
molecular simulations on a model problem that requires minimblusselt number monotonically increases, approaching the limiting
modeling on the simulation side such that critical comparison bealue Nu=8.1174 as the Peclet number goes to zero. This rep-
tween continuum and molecular solutions can be directly tran®sents an increase of approximately 10 percent compared to the
lated into information about the validity of the continuum modetypically studied infinite Peclet number limit (Ne 7.5407).
that is ultimately the most convenient modeling tool. Our model The constant-wall-temperature convective heat-transfer charac-
problem focuses on monoatomic gases that do not require modetistics of gaseous internal flows in the transition regime are not
ing of the rotational energy exchange; the latter will be undertakémown. Hadjiconstantinoy13] performed direct Monte Carlo
in a future study. For reasons of computational convenience winulations to show that in the constant-wall-heat-flux case the
Nusselt number decreases monotonically with increasing rarefac-
IA significant part of this work has been presented at the 2001 Internatiori0n (Kn) in the fully accommodating case.
Mechanical Engineering Congress and Exposition, Heat Transfer Division, sessionThe use of the direct simulation Monte Carlo method for mod-
Fugggtrng&tgés t?)]: ?r:gg:jezt]E'il'srzn(;?enrvg(i:\ili(s)ir:m for publication in tf@JRNAL OF eling flows in microdevices was mtrpduceq by Piekos .and Breuer
HEAT TRANSFER Manuscript received by the Heat Transfer Division April 6, 2001{30] and Alexander et a[2] for the simulation of flows in chan-
revision received August 21, 2001. Associate Editor: J. G. Georgiadis. nels and disk-drive mechanisms respectively. Subsequently, Na-
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gayama et al[26] investigated heat transfer in channels for Kn A more appropriate measure of the relative importance of con-
>0.001 at a fairly high Mach numbdMa=0.2) using DSMC. vective forces to viscous forces resulting from the fluid accelera-
Recently, Sun and FagHiB5] investigated the effects of rarefac-tion due to compressibility is the modified Reynolds number
tion and compressibility in flows in two-dimensional channels us-
ing DSMC. Rq:P“sz H @)

In the next section we describe the model problem investigated m L

here. In section 3, we calculate the fully-developed slip-flow Nuse, . o 5 [4] have shown that the non-linear pressure distribu-

selt number in two-dimensional channels in the presence of axjal : )
heat conduction. The Nusselt number is found to increase in thg" measured experimentally can be captured by a “locally fully

presence of axial heat conduction throughout the slip-flow regim eVﬁIr?pled flow"rr]n%derl.;'ge iﬁerft of {Iﬁdl%]aCﬁelerﬁtlontﬁlc:nfgrthe
however, the effects of axial heat conduction become less imp 1annel was considered by Rariey € who show that 1o

tant as the Knudsen number increases. In section 4. we deschif Pressure ratios investigated here, neglecting the fluid accelera-
the computational model used to extend our calculations to tf@" S justified. An alternative approach that is valid throughout
transition regime; the results obtained using this model are p e transition regime is discussed in section 5, DSMC simulations
sented and discussed in section 5. In section 5 we also presgi, that for Re<0.1, the skin friction coefficient equals the
slip-flow heat transfer results for cylindrical tubes. Those a %Iy developed value. Since fluid acceleration directly influences

found to be qualitatively similar to the two-dimensional chann% e skin friction coefficient, this is a good indication that *locally
results. We finish with our conclusions ully developed” models provide good approximations of the flow

physics.
The Nusselt numbeinon-dimensional heat transfer coefficient
2 Problem Description h) is defined as
We consider the flow of a gas through a two-dimensional chan- h2H g2H
nel of lengthL with walls that are a distandé apart(see Fig. L Nu= ——= T=Ty) (4)
w

We denoteT=T(x,y) and P=P(x,y) the temperature and pres-

sure fields, respectively. The temperature and pressure at the chelmere « is the gas thermal conductivity, afg, is the bulk tem-
nel entrance and exit are assumed uniform and dendied() perature defined by

and (T,,P,), respectively. The gas velocity field is denoted

=U0GY) = (U (6Y) Uy (%,Y), U X,)) _JaptTdA 5)
The wall temperature is given by Japu,dA
T(X)=T;, x<f Note that in the transition regime linear transport theory is not
_ valid. Although the gas viscosity and thermal conductivity can
Tw(X)=T,, x=L. still be defined, these quantities cease to represent the well-defined

—. - transport coefficients associated with linear transport in the con-
The lengthl is sufficiently large for the flow to develop hydro-ynm regime. They are used here to provide continuity with the

dynamically bng(cle Tea@ tranf?fe;r bletvlveen ;Ehe %asfland thﬁ Wafeady existing continuum frameworks; they also arguably still

commences. Similaryt. is sufficiently large for the flow to be g6 35 measures of diffusive transport suitable for use in con-

thermally fully developed and conditions at the outlet to be U”Et{ucting non-dimensional parameters, especially for Knudsen

form. In the next section we derive an expression for the thermgl, ey close to slip flow. Alternatively they can be viewed as the

development length. The relative temperature jump was takendgnqhort coefficients of a referenéenboundeil gas at the tem-

be small, i.e.|T,—T;|/T;<1, so that transport coefficients can beperature of the simulation

as/j“med constant and ;cfgelerﬁtlog effecl:és smalilo. Viscous heat generation can be important in small-scale flows.
S Is customary, we define the Reynolds number The (continuum Brinkman number that quantifies the effect of

pup2H @ viscous dissipation is typically defined as
Br* = —,uuﬁ 6
whereu is the gas viscosity and, is the bulk velocity evaluated r= K(Tw=Tp) " ©)
at the location of interest, the bulk velocity at any station beinﬁ . .
defined by owever, because of the presence of slip, both in temperature and
velocity, and because for Kr0.1 the temperature rise due to dis-
Jau, dA sipation is not correctly captured by the continuum description
“b:m’ (2)  used to construct the above measure, we constructed a second

. . measure of dissipation; we compafg— Ty to the temperature
where A is the cross-sectional area of the channel. The Peclgde due to dissipation in “isothermal™T,(x) = T;) simulations at
number is defined as P&ke Pr, where Pr is the gas Prandtl numsiow velocities equal to the ones encountered in the flows with

ber. heat transfer. The modified Brinkman number is defined as
Tow—Tpli

Br= | w b||s, (7)
L |TW_Tb|

whereis denotes the “isothermal” simulation for the same bulk
L Ty (=) velocity. In the latter simulations, the flow was gravity driven and
periodic, thus avoiding the effects of expansion cooling. As will
____________________________________________________________ H be discussed below, viscous heat generation will be neglected in
y=0 the slip-flow analysis and will be very small in our molecular
Y simulations.
The effect of expansion cooling on the temperature field has
2 been investigated by van den Berg et[8l| for circular capillar-
z ies. This work showed that in the continuum regime, the contri-
bution of expansion cooling can also be scaled with the Brinkman
Fig. 1 Channel geometry number and is of the same order of magnitude as viscous heat
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generation. In fact, due to their competing nature, the combined
effect of expansion cooling and viscous heat dissipation is smaller 2
than either of the two. DSMC simulations showed that in our u :Eu 1+4Kn—7

molecular results the effects of expansion cooling are expected to 27" 1+6Kn
be less than 5 percent, and<80.03.

(15)

where we have used the definitions=2(x—L)/H and %

=2y/H for the axial and transverse non-dimensional coordinates

3 Slip-Flow Heat Transfer With Axial Heat Conduc- respectively. In the above equatic_nn and in_ v_vhat f_ollows, we will

. absorbea, B, and the accommodation coefficients in the Knudsen

tion number. The origin of the various terms in the final expressions is
We now present the calculation of the constant-walllear so that these coefficients can be added to the various expres-

temperature Nusselt number in the slip-flow regime with axiglions if desired.

heat conduction. According to slip-fow theory, the gas velocity at Using the above definitions for the non-dimensional coordi-

the wall differs from the velocity of the wall by an amount that ig1ates, the governing differential equation can be written as

proportional to the local velocity gradient. The temperature of the u; a6 26 520

gas at the wall is similarly different from the wall temperature by e—t = (16)
an amount that is proportional to the local temperature gradient. du, 0 9t IL?
More specifically, for a stationary wall, the velocity slip is givenynere g=T—T,,. Under the assumption of a separable solution
by of the form
| 2—o0, \ du ®) 2
Ugaswall = @ T =Y eX[{ - ) 17
A7} (7) ba (17)

where o, is the momentum accommodation coefficient that ithe original problem is transformed into the following eigenvalue
equal to zero for specular reflections and equal to 1 for diffuggoblem
reflections[7], and 7 is the coordinate normal to the wall. The

thermal slip at the wall is given by a similar expression QJF (i + “’_;) w2Y=0 (18)
g2y 2mor dT o dn” \4u, P
gaswall WP y+ 1 op Prdy, S—Y=o at =0 (19)
where ot is the energy accommodation coefficient, apés the K
ratio of specific heats. 4y KndY
The coefficientse and 3 introduce corrections to the original Y=~ 41 Prdy at =1 (20)

results of Maxwell(e=B=1) that were obtained through an ap-

proximate method10]. For air, « and 8 are usually taken to be With » being the corresponding eigenvalue. Solution of this eigev-
equal to unity[7]. Hard sphere molecular dynamics simulationgalue problem was obtained through a standard series-solution
direct Monte Carlo simulatior®5,37 and linearized solutions of method[5,34]. More details can be found ii4].

the Boltzmann equatiofi23] show that for hard spheres~p Fully developed conditions correspond {osufficiently large
~1.1. such that only the first eigenvalue, is important. An approxi-

The Nusselt number for constant-wall-temperature is obtaingegte criterion for the realization of fully developed conditions can
by solution of the differential equation governing energy consebe formulated by requiring that the contribution of the exponential
vation for the system of interest. In the absence of viscous héatm based on the second eigenvalug)(is less than 1 percent of
generation expansion cooling and transient effects, this equatite corresponding term based on the first eigenvalue. This can be

can be expressed §24] expressed as
aT PT 9T 4.6Pe
k| —+ — >{=——.
PCpUy o K( 0y2 + ﬁxz) , (20) > wi_ y: (21)

wherec, is the constant pressure heat capacity of the gas. We sdéks criterion was used to extract the fully developed Nusselt
problem statement in the previous section, the fluid enters tﬁ%psrscﬂps t? d?lnotet;he full\)//vdevgnloped NUStﬁelt nungb?;\foamu-
; T ated using slip-flow theory. We will reserve the symbo
= . .
regionx=L. at a temperature . denote the Nusselt number for all Kn including the Nusselt num-
T=T, atx=L. (11) ber calculated using the molecular simulation technique described
in the next section.

The remaining boundary conditions are Our slip-flow solution neglects the effects of thermal creep that

J are important in the presence of walls along which a temperature
v =0, aty=0 (12) gradient exists. Inmahl8] estimates the region in which the ef-
y fects of thermal creep may be important to be of the order of
2y 2—o1 N JT H 0.01P&1/2; based on our results fap, and wq, this is much
T-Ty=—p8 —— aty=—-, (13) smaller thanZ;H/2 and hence we expect the effects of thermal

vy+1 o7 Proy 2

creep to be small. This is further discussed in section 5.

where in the region of interextzf, Tw=Ts.-
The velocity distribution in the channel is assumed to be knowh Transition-Regime Model

based on our assumptlo.n of .hydrodynamlcally fully Qeveloped Due to the failure of the continuum description in the transition
flow for x=L. It can be written in terms of the bulk velocity, as  regime, in this section we use a molecular simulation technique to

up 2 extend our investigation of the constant-wall-temperature heat

U, = Kn+ —| — —2} (14) transfer characteristics beyond slip-flow theory. Molecular model-
Kn+ < 4/ H ing will not only provide valuable information about the Nusselt

6 number in the transition regime that very little is known about, but
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will also indicate the limits of applicability of slip-flow theory and DSMC simulation results with solutions of the linearized Boltz-

the rate at which this theory deteriorates in the transition regimmann equatior{8] for flows in microchannels. Comparisons of
The molecular simulation technique used here is known as tB&MC results with experiments for diverse non-equilibrium phe-

direct simulation Monte Carlo and in the form used here it modetsomena spanning the whole Knudsen range can be found in

a dilute hard-sphere gag/=5/3, P=2/3). The properties of a [28,9].

dilute hard-sphere gas are well known, making the connection to . . .

the continuum theory of the previous sections fairly straightfor- 4.2 DSMC Simulations. We simulated gaseous argdmr

censity i i =3.66x 10 °m, m=6.63x10 26Kg) at atmospheric densitfp
ward. The viscosity is given by =1.78 Kg/n?). The hard sphere diameter for argon is well known
5 mkT to reproduce equilibrium and non-equilibrium properties accu-
*=1652 N 7 rately. Gaseous argon has been historically used in a large number
of DSMC studies because it provides instant availability to a sub-
and the thermal conductivity is given by stantial literature of simulation and experimental results for code
validation. This choice should have no effect on our non-
- 75K /ﬁ dimensionalized results that should apply to any dilute mono-
640> N 7m’ atomic gas.

Although continuum calculations can easily be performed for
different values of the accommodation coefficients, DSMC simu-
lations are much more computationally expensive and a complete

=k/m). investigation of the full parameter space is beyond our computa-

Note that in the constant-wall-temperature problem and its exsp g capabilities. Additionally, gas-surface interactions for par-
tensions to non-zero Knudsen numbers and non-negligible axig|

h ducti he N | ber is ind d £ ih IIIy accommodating walls are, at present, not well-characterized
eat conduction, the Nusselt number is independent of the trafgr \yg alsp expect the assumption of full accommodation to be
port coefficients, in the sense that those can be scaled out thro

di ionalizati hus did lisi quate for low speed flows over rough surfaf@sthat are
proper non-dimensionalization. We thus did not use any collisiQ)ica| of the engineering systems investigated here. This assump-
models that reproduce the temperature variation of transport ¢ f

-~ - h X n will be relaxed in subsequent studies.
ficients of a real monoatomic gdsariable hard sphere, variable A pressure ratio ofl = P, /P,~ 1.4 is applied at the ends of the
1 (o] .

soft spherd9J), since similarity guarantees that our resuilts shoulg,Jne| that causes the gas flow. This pressure ratio balances the

be valid fort. any dilute P?_rll_oatfm'_f_ g?s 'Ilr'] the limit of small t.elzn'conflicting requirements of small velocities for low Mach number
perature change$T,—T;|/T;<1). To facilitate comparison with 5,46\ viscous dissipation, and large velocities for good signal-
our continuum results in which transport coefficients were ags

sumed constant, our molecular results are non-dimensionalizt?l

where o is the hard sphere diametds,is Boltzmann’s constant
and m is the molecular maséthe gas constant is given by

_The simulations will exactly follow the problem descriptiong,ys' of the channels are subject to the inflow and outflow tem-
given before, and will involve the same assumptions made in the —

continuum analysis, namely that viscous heat generation and graturesT; and T, respectively, withL =0.2.. We have found
pansion cooling are negligible, transient effects are absent, t this satisfies both the hydrodynamic and thermal development

; : criteria.
flow is fully developed thermally, and that the effect of fluid ac The heat flux at the wall is defined as the aver rall

celeration is negligible in the dynamics but enters through a “lo- . ; X h
cally fully developed” model. The various criteria developed iﬁ:O"'S'onS in a period of timé) energy exchange between the wall

this paper have been used to ensure that the molecular simulati@ﬂ? colliding molecules per unit time and area. For hard spheres,
satisfy these assumptions. In particular, in our simulations Bt kinetic energy contributes to the energy exchange, and, thus,

|Br*|, Rg <0.1; the Nusselt number given in the next section is 1 1 . 1 .

determined for¢>¢,. For £>¢, the fluid bulk temperature has q= §t2 EmIV’IZ* EmIVI2 , (22)
typically decayed to within 2 percent &, , i.e., |T,—Tu|/Ty t

<0.02, thus indicating that acceleration effects due to temperatyjfereS is the area over whicly is definedt is the period over
differences should also be small, as assumed in the continuyBich averages are takew, is the molecule velocity before col-

analysis. lision, andV'’ is the molecule velocity after collision with the

4.1 The Direct Simulation Monte Carlo. The DSMC wall. Note that the above definition includes the shear work done
method[9] is a particle-based stochastic numerical scheme fby the slipping gas at the wall; this contribution should be small in
solving the nonlinear Boltzmann equatip®6]. The motion of a our simulations since it scales with the Brinkman number.
representative set of particles is simulated in time in a series ofThe total number of molecules useth0,000 was such that the
timesteps, each of which involves a ballistic advection of ea@dverage number of molecules per cell was more than 35; that is
molecule and stochastic collisions between pairs of moleculesibstantially more than the numk@60) empirically determined to
This “coarse-grained” molecular description contains the essehe required for accurate solutions. The number of cells was cho-
tial physics to fully capture both the hydrodynamic and kinetisen so that the cell linear dimension is at most 0.7 of a mean free
regimes[9]. DSMC offers significant modeling advantages compath but typically much smaller than that. Alexander et[al.
pared to continuum techniques in situations where molecular inave shown that the transport coefficients deviate from the dilute
formation is required to achieve closure of the governing hydrgas Enskog values as the square of the cell aizewith the
dynamic equations, or when the continuum hydrodynamjaroportionality constant such that for cell sizes of the order of one
equations are not valid. As with all molecular simulation techmean free path an error of the order of 10 percent occurs. For
nigues, macroscopic properties are defined as averages over kw=0.7\ the difference between the viscosity of the gas and the
lecular data. The standard deviation associated with the distrituiscosity of a dilute hard-sphere gas is less than 4.6 percent. We
tion of the molecular quantitie§population standard deviatibn used the results of Alexander et 8] to correct all our results for
determines the uncertainty in our estimation that manifests itséfife transport coefficient&iscosity and thermal conductivity
as a noisy signal; this uncertainty is inversely proportional to the The timestep of the simulatioit was taken to be significantly
square root of the number of samples taken. smaller than the mean free timéc,, wherec,=2RT is the

For the sake of brevity we will not present a description of theost probable velocity. It has been shojti, 15 that the error in
DSMC algorithm. Excellent introductorjl| and detailed9] de- the transport coefficients is proportional to the square of the
scriptions can be found in the literature, as well as comparisonstohestep, with a proportionality constant such that for timesteps of
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the order of one mean free time the error is of the order of =
percent. In our simulationg\t<\/(7c,), thus making the error
negligible. CtRe
Due to the impulsive change in wall temperature in th
constant-wall-temperature problem, a relatively large sign
(g,Tp—T,) exists; this results in a relatively small uncertainty ir
the determination of the fully developed Nusselt number, whic
has additional benefits in terms of driving forces used in the sim
lation. This is in contrast to the constant-wall-heat-flux case th
required large pressure and temperature ratios that resulted
some cases in non-negligib{but smal) Brinkman numbers and
thermal creep velocitiefl 3].

10'k

5 Results and Discussion

5.1 Fully Developed Flow and the Skin Friction Coeffi-
cient. In this section we present an expression for the skin fric 10° -
tion coefficient 10 10

Cf:Lz (23) Fig. 2 Comparison between the theoretical prediction of Eq.
(1/2)pu, (26) denoted by a solid line, the slip-flow result (28) with a=1.1
in fully developed flow that is valid for all Knudsen numbers. Thiglenoted by a dashed line, and the simulation results denoted
expression is used here to verify the assumption of locally fulRY St&'s:
developed flow used in our heat transfer calculations.
An expression for the skin friction coefficient in fully devel-

oped flow for arbitrary Knudsen numbers can be obtained througin~0.06); smaller channel heights were characterized by smaller

the following scaling relation Reynolds numbers. The agreement between(#8).and simula-
tions is very good and suggests that the flow is well approximated
Q: upH=— % Z_z H2 /;a (24) by the locally fully developed assumption.

Due to the fairly wide minimum irQ centered around Kal,
equation(26) can be approximated in the region @Rn<3 with

which describes the flowrat€, in pressure-driven flow in two- less than 12 percent error by

dimensional channels for all Knudsen numbgt®,27. Here Q

=Q(Kn) has been determined for hard sphere gases by solution Ci~ 2.4 (29)
of the linearized Boltzmann equatid27,8]. In the absence of " KnRe
fluid acceleration, the pressure gradient must balance the wall

shear stress leading to By using the minimum value ogwe ensure that Eq29) gives
an upper bound to the skin friction coefficient in the range 0.3
27'W__ dpP 25 <Kn<a3.
H  dx’ (25)

5.2 Slip-Flow Heat Transfer. Figure 3 shows the results of
Combining the above two equatiof®4,25 leads to the slip-flow calculation in the rangestKn<0.2 for air (Pr=0.7,
y=1.4, a=pB=1) for o,=o01=1; we have extended our calcula-

cm 2 (26)
" 5JrRekmQ’
Use of a more general viscosity-based mean free [2&hresults 5 ' ' ' ‘ ' ' ' '
in an expression that differs by 2 percent. 8\

Figure 2 shows a comparison between E2p) and DSMC Nut
simulations in channels with a length to height rdtidd =20 and
fully accommodating walls. The shear stress at the wall is defin
and evaluated as the avera@wer all collisions in a period of
time t) momentum exchange between the wall and colliding mo 65
ecules per unit time and area

m - A A
Twzgtz (V' -i-V-1), (27) 55
t

whereSis the area over which, is defined, and is the tangent
to the wall(positive in the streamwise directipn 45
The solid line in Figure 2 denotes E6), the dashed line

denotes the slip flow result !

35 L L ! L L L L L L
24 9 0.02 0.04 0.08 0.08 01 0.12 014 0.16 0.18 0.2

“Re(1+6aKn) (28)

and the stars denote simulation results with error estimates. The

bulk velocities in the gbove Slmulatlpps vyhere equal to or greatﬁ'f_:]. 3 Variation of Nusselt number Nu  § with Knudsen number
than the COI’l’eSpondlng bulk Ve|OCItIeS N the Ca|Cu|atI0nS W|thn for air in the fu"y accommodating case. The so”d |ine de_
heat transfer. The largest Reynolds number encountergd Retes Pe —0, the dashed line Pe =0.2, the dash-dotted line

~0.06 corresponded to the largest channel helghtRe~1.2, Pe=1, the line with crosses Pe =5, and the line with stars
Pe—ow.
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agr = 1
or =0.9
or=0.8
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ar = 0.9
or = 0.8

ogr = 0.6 or = 0.6

Fig. 5 Variation of Nusselt number Nu  ; with Knudsen number
Kn for air for various values of the accommodation coefficients

for Pe =1. The solid lines denote o ,=1, and the dashed lines
o,=0.9.

Fig. 4 Variation of Nusselt number Nu % with Knudsen number
Kn for air for various values of the thermal accommodation
coefficient o with o,=1. The solid lines denote Pe =1, and the
dashed lines Pe =0.1.

5.3 Transition-Regime Heat Transfer. Figure 7 shows our

tions to Kn=0.2 because, as we show later, the slip-flow resulf@SMC results in the range 0.8Xn<2 for o, =or=1. Simula-

are found to be a good approximation to the DSMC results fgenS with bothT,>T; and T,<T; have been performed. The
Kn<0.2. This figure shows that the Nusselt number decreadggClet number in our simulations was less thaf@xcept for Kn
monotonically with increasing Knudsen number at constant Pg?-029 for which Pe=1.35 that s typical of the small scale flows
for all values of Pe, as expected. The effect of axial heat condiil/died here. This feature also makes the comparison between
tion is to increase the Nusselt number throughout the slip-flogiP-flow theory and DSMC resuilts easier: due to the diminished
regime. The maximum change occurs atKhand is of the order importance of axial heat conduction as Kn increases, the depen-
of 10 percent, whereas the effects of axial heat conduction are I88§1ce of Nusselt number on the Peclet number is very weak. Our
pronounced as the Knudsen number increases. The dependen@Rflow results show that, in the fully accommodating case, the
the Nusselt number on the Peclet number in thesPekKn=0 maximum difference between RiPe=0.1, 0<kKn=0.2 and

limit, is captured by the following asymptotic expression Nu$(Pe=1, 0<Kn=0.2) occurs at Kr=0, and is equal to 1.2 per-
cent. The maximum difference between $XRe=0.01,0<Kn
Nu$(Pe,Kn=0)=8.117421—0.0154295Pe <0.2) and N§(Pe=0.1, 0<sKn=0.2) also occurs at Kis0 as ex-
pected, and is less than 0.2 percent. Figure 7 also demonstrates
+0.0017359P%- . ..) (30)  this by comparing the hard-sphere slip-flow results for-B®1,

0.1, and 1.0, which are found to be indistinguishable forHxil.
developed by Grosjean et 4l.2], and given here in terms of the  Qur DSMC results show that in the transition regime the Nus-
Peclet number used in our work. selt number continues to decrease monotonically with increasing

Although we have presented solutions in the rangé®8<»,  Knudsen number when the momentum and thermal accommoda-
the following caveat is in order. Due to the small characteristifon coefficients are equal to unity. The results for<®1 are in
dimensions of the channels investigated here; Peorresponds very good agreement with the slip-flow calculation for a hard
to large mean flow velocities that are not consistent with the as-
sumptions of incompressible flow and small Brinkman number
made in this study. Hence the solutions foeHe presented here 0
in the full range 8<Kn<0.2 to facilitate comparison with previous
work and illustrate the effects of axial heat conduction, are only s
physically realistic as Ka:0 and should be interpreted in this
way. As we show later, comparison with our DSMC simulations is
limited to Pe<1, since in the latter, Pel.

Figures 4 and 5 show slip-flow results for selected values of the
accommodation coefficients. These results show that the depen
dence of the Nusselt number on the accommodation coefficients is
qualitatively similar to the infinite-Peclet number limit studied
before[18]: the Nusselt number decreases when the thermal ac-
commodation coefficient decreases; the Nusselt number increase
slightly when the momentum accommodation coefficient de-
creases while the thermal accommodation coefficient remains
constant, because a lower momentum accommodation coefficien
leads to higher velocities close to the wall and hence enhancec
heat transfer. The effect of axial heat conduction is found to be of
diminishing importance as the Knudsen number increases, simi-
larly to the fully accommodating case.

The predictions of slip-flow theory for a hard sphere gBs Fig. 6 Variation of Nusselt number Nu  $ with Knudsen number
=2/3, y=5/3, a=p=1.1) are qualitatively the same. A compari-kn for Pe -0, o,= o 7=1, for air (solid line ) and hard sphere gas
son between the two gases foy=or=1 can be found in Fig. 6. (dashed line ).
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Fig. 7 Variation of Nusselt number Nu with Knudsen number Fig. 8 Variation of Nusselt number Nu 2 with Knudsen number

Kn. The stars denote DSMC simulation data with T,>T; and KnP? for air in the fully accommodating case. The solid line de-
circles denote DSMC simulation data with T>T,. The solid notes Pe P— o, the dashed line Pe P=5, the dash-dotted line
lines denote hard sphere slip-flow results for Pe =0.01,0.1,and  peP=1, the line with dots Pe ©P=0.2 and the line with stars
1.0 which are virtually indistinguishable. peP_s0.

sphere gas; as the Knudsen number increases, slip-flow thegtit the increased development period is related to thermal creep
overpredicts the Nusselt number. The eifardifference between [33] that decays slowly away from the temperature discontinuity,
DSMC and slip-flow theoryis less than 5 percent at K10.12, or due to acceleration effects due to variable fluid temperature
and less than 10 percent at 0.2, indicating that slip-flow despite the fact that at=¢,, |T,— T,|/T,,<0.02. Unfortunately,
theory provides a reasonable approximation beyone:®1d. This allowing for a larger development length does not resolve this
is particularly remarkable given that k0.1 corresponds to uncertainty because at larger sampling distances than the ones
Kn’=0.2, where Kn=»\/(H/2) is an alternative definition that is used hereT,— T,, decays to very small values and the Brinkman
frequently used in the literature. number becomes appreciable.

For Kn>0.1, our DSMC results predict that for the same value Further work is required to understand the effects of thermal
of the Knudsen number, NUT,>T;) <Nu(T,<T;). It is pos- creep and development length and the possible connection be-
sible that this is due to thermal creep flow that provides a “symween the two. Despite this, our results are still capable of bound-
metry breaking” mechanism since it reverses direction when theg Nuy(|T,—T;|—0) to within 15 percentat mos}, which is
temperature gradient along the channel wall reverses directigomparable to the statistical uncertainty of these calculations.
Viscous heat generatiofincluding shear work at the boundary They also suggest that thermal creep effects in the slip-flow re-
and expansion cooling are also possible sources; they also proviilee are small, thus justifying the neglect of these phenomena in
“symmetry breaking” mechanisms by introducing a heat flux thaglip-flow analyses.
is always directed from the fluid to the wallgiscous heat gen- . L .
eration or from the walls to the fluidlexpansion cooling in 5.4 Slip-Flow Heat Transfer in Circular Tubes. In this
contrast to the total heat flux that depends on the sigi of section we present resylts for slip-flow heat transfer in cyllnd(lcal
—T,. As discussed before, the combined effect of viscous hdgpes of lengtil and diameteD. The results presented here in-

generation and expansion cooling should be sB#0.03, but clude the effects of axial heat conduction that have not been in-
it is still possible that thelifferencebetween the two casékead- Ccluded in previous investigatior($,18,21,34. The problem de-

ing to an effect of double magnitugenay be responsible for a scription and solution approach is otherwise identical to those in
discrepancy of the order of 10 percent. The effect is in fact of trR€ctions 2 and 3 and in the interest of brevity, they will not be

order of 5 percent at Kr0.4 and increases to approximately 18ncluded here. More details can be found[82]. The Reynolds
percent at Ka=2. Solution of the continuum equations in the presr_1umber and Nusselt number for a circular geometry are defined as

ence of thermal creep is difficult because thermal creep depends pu,D
on the local axial temperature gradient. However, in the constant- Re’= , (31)
wall-heat-flux case, where the temperature gradient is constant, it M

is estimated 34] that positive thermal creepl(>T,;) tends to and
increase the Nusselt number and negative thermal crdep (
>T,) decreases the Nusselt number. Here we observe the oppo- D_

. ) ; X g Nu (32)
site; however, the above estimate is based on an idealized, plug-
flow, thermal creep contribution superimposed on a parabolic . . )
(Poiseuille profile. However, for K&=0.1 the velocity profile be- respectlvely. The Knu_dsen number is defined agf““g;
comes fairly fla{8]. Additionally, the thermal creep flow profile is  Figure 8 summarizes our results for 5‘{@_\ Kn"<0.2,
steep close to the channel walls in most of the Knudsen regifie:P€ <%=,0,=o7=1). In agreement with previous work, for
[22]. This may explain why the opposite trend is observed. KnP=0 the Nusselt number increases as axial heat conduction

Another possible explanation for the difference betwedpecomes importantPeclet number decreage§he increase of
Nur(T,>T;) and Ny(T,<T,) is related to the thermal develop-Nusselt number in the presence of axial heat conduction is less
ment length that may be longer in the transition regime than tionounced for non-zero Knudsen numbers: the maximum in-
continuum predictior(21). Our DSMC results for Kr-0.4 indi- crease in the Nusselt number occurs aPKr and is of the order
cate that the Nusselt number reaches an asymptotic aitiin  of 15 percent. In fact, in the regime Pe1 that is of most prac-
the statistical uncertaintyfor {>2¢, and not{>{, . It is possible tical interest, the dependence of Nusselt number on Peclet number
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conduction decreases as the Knudsen number increases. These
findings may explain the weak dependence of Nusselt number on
the Reynolds number reported in early experimental WaeX.

In the transition regime, the Nusselt number decreases mono-
tonically with increasing Knudsen number for unity momentum
and thermal accommodation coefficients. Our transition-regime
results, in the non-dimensional form presented here, should be
applicable to any dilute monoatomic gas. They are also in quali-
tative agreement with the previous study that investigated the
Nusselt number in the transition regime under constant-wall-heat-
flux conditions[13]. The similarity between the Nusselt number
and skin friction coefficient dependence on the Knudsen number
(see Figs. 2 and)7suggests that a Reynolds-type analogy may
exist. At this time no simple expression for this analogy has been
found. The ability of the hard sphere gas model to accurately
predict average flow rates of real ga$8%suggests that the skin
friction relation (Eq. (26)) should also capture real-gas behavior

accurately.

Fig. 9 Variation of Nusselt number Nu 2 with Knudsen number
Kn? for air for various values of the thermal accommodation
coefficient o7 with o,=1. The solid lines denote Pe °=1, and
the dashed lines Pe P=0.1.

Future work will focus on molecular simulations with accom-
modation coefficients different from unity. Although our current
molecular results suggest that deductions from the slip-flow re-
gime can be qualitatively extended to the transition regime, it

would be useful to have exact theoretical predictions. Extensions
of this work to polyatomic gases will follow.
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Fig. 10 Variation of Nusselt number Nu % with Knudsen num- A
ber Kn © for air for various values of the accommodation coef- Br
ficients for Pe P°=1. The solid lines denote o¢,=1, and the Br*
dashed lines o,=0.9. Co
Cp
CU
is weak. The maximum difference between NBE=0.2,0 D
<KnP=0.2) and N§(P€=1,0<KnP=0.2) occurs at KR=0, H
and is less than 3 percent. The maximum difference between Kh
NU>(P€=0.05,0cKnP=<0.2) and N§(P=0.2,0<KnP=<0.2) n
also occurs at Kh=0 as expected, and is less than 0.7 percent.
Figures 9 and 10 show the variation of the fully developed L
Nusselt number as a function of Knudsen number for various —
values of the accommodation coefficients. The qualitative behav- L
ior is very similar to the two-dimensional channel case. NrS
6 Conclusions Nuy
From the good agreement between the continuum and mole(:u'-\luT
lar results in the slip-flow regime and beyond, we conclude thatN o
convective heat transfer in low speed flows in the slip-flow regime ur
can be captured by slip-corrected continuum flows that neglect
viscous heat dissipation, expansion cooling and thermal creep.Pé)

The slip coefficientse and B, that are strictly applicable in the
presence of a constant gradient in an infinite system, provide good Pi
accuracy in channel flows. Po

The effect of axial heat conduction is to increase the Nusselt Pr
number throughout the slip-flow regime. The effect of axial heat Q
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Nomenclature

channel cross sectional aréa?)

modified Brinkman number

continuum Brinkman number

most probabléparticle velocity (m/s)
specific heat at constant pressgiekg K)
specific heat at constant voluni@Kg K)
tube diametefm)

channel heightm)

heat transfer coefficiert/m?K)

Knudsen numbes\/H

Knudsen number for circular tubea /D
Boltzmann’s constantl/K)

channel lengtiim)

isothermal entry lengtiim)

molecular mas$Kg)

Nusselt number

constant-wall-temperature Nusselt number
constant-wall-temperature Nusselt number for circular
tubes

slip-flow constant-wall-temperature Nusselt number
pressurgPa

Peclet numberRePr

Peclet number for circular tubefRe® Pr
inlet pressurgPa

exit pressurdPa

Prandtl number

volume flow rate per unit depttm?s)
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proportionality constant in volume-flow-rate scaling

relation (24)

wall heat flux(W/m?)

gas constantk/m (J/Kg K)
Reynolds numbetpu,2H/
ReH/L

Reynolds number for circular tubegpu,D/
flux sampling aredm?)
temperaturdK)

bulk temperaturéK)

inlet temperaturéK)

exit temperaturéK)

wall temperaturéK)

flux sampling time(s)

channel wall tangent

flow velocity (m/9)

bulk velocity (axial direction (m/s)
particle velocity(m/s)
post-wall-collision particle velocitym/s)
axial coordinate

transverse coordinate

out of plane coordinate

Greek Symbols

a = velocity slip coefficient
B = temperature jump coefficient
v = ratio of specific heatsc,/c,

Ax = DSMC cell size(m)

At = DSMC timestep(s) o
{ = non-dimensional axial coordinate (x—L)/H
{y = non-dimensional thermal development length
n = non-dimensional transverse coordiragy/H
7 = coordinate normal to the wall
0 =T-T, (K)

x = thermal conductivityW/m K)
N = molecular mean free paitm)

n = coefficient of viscosityKg/m s
IT = pressure ratieP; /P,
p = mass densityKg/m?®)
o = molecular diametefm)

o1 = thermal accommodation coefficient

o, = momentum accommodation coefficient
7, = wall shear streséKg/m )

w; = i-th eigenvalue of equatiofl8)
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