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The following essay is devoted to a discusslon of the
problems involved in constructing a device capable of recog-
nizing speech. If we have dwelt ab length on theoretical
issues, this 1s due to our conviction that at present these
constitute the most serious obstacle to a satisfactory sclu-
tien. In the dlscussion we have tried to show not only the
difficulties inherent in the problem, but also to outline an
orderly method of attack that would yileld results having prac-
tical utility even in the event that a complete solution is
not achieved. The results of the theoretical dlscussicn have
been implemented in an actual computer program for speech
recognition which is cdescribed in the last section of the
payer.

The ulitimate aim of the studies reported here is to dup-
licate in a machine an essentially human functlon, that of recog-
alzing spoken messages. Speclfically, we are interested in de-
scribing a procedure that will distingulish among utterances
that ere normally recognized as different by a native speaker
of 2 particular language. We do not propose to simulate all
the complex procesaes involved in the understanding of speech.
ir particular we do not consider the question of how the identi-
fication of spoken messages might be learned by a device or by
man. Unlike investigators concerned with machine learning, we
are in a position therefore to take full advantage of all that
is known about speech, regardless of whether or not we are able
to deseribe a mechanical procedurs for deriving this information
from the data.

We propose to differentliate among all utterances which
are not repetitions of each other. Our device will, therefore,
isns as the same such physically different utterances as, €.&.,
rhe French formidable! spoken by a soprano and by a baritone.




T% 1111 not distinguish among ssmantically different utterances

4, ara homophonous, as the past tense of the English verb

~and the name of the chemical element Pb. It will, however,

able to distinguish among physlcally guite similar utterances,

the English gltch and peach, or the French 1l'un and 1‘ain.
221l the speech evenie emong which we propose to ois -

the set of phonetically different utterances.

i% has been proposed to attack the problem of distinguish
ing among the phonetically different utterances by first gep ‘
one utterence from all others. When this is achleved, the

;s rtoive might be increased to twoe, three, four, etc., utier-
23, (onaider, for example, the case of a language contalning
n phonebically different utterances. In order to identify any
given utteransese in the set--i.e2., to differentiate it from the
remaining n-l1--as many as n-1 differences may have to be employed.
In order to ldentify all n ubterances as many as n{n-1)/2 dif-
ferences may have to be taken into account, which is a very

large number for ensembles of even moderate size. Furthermore,
for a natural 1angua§e, it 1s impossible in principle to speclfy
an upper bound on N. This approech ls, therefore, not feasible

if a general sclution 1is desired.

The problem of identifying physical phencmena belonging
to an unbounded ensemble is one of several in which speech
recognition presents interesting parallels wilth chemical anaiysis.
In solving this problem both chemistry and the study of language
have had recourse to essentially the same soliution: the complex
phenomena to be classified were regarded as conflgurations of
simpler entities, of which there is only a strictly limited nun-
ber. in the case of chemical compounds, these are the elements
whose significant properties are determined in turn by subatonlc
particles. In the case of speech events. the elementary entitles
are the phonemes, which themselves are composed of a_mumber of
gpeclel binary stitributes, the distinctive features.3 A speech
event is then regarded as a mapping into an accustlcally con-
tinuous signal of a string of phonemes, each characterized by
a particular set of distinctive features. The number of phonemes
in the different languages 1s small: it varies between 15 anc 100.
The set of distinctive features is even more restricted: some 12
to 15 distinctive features suffice to characterize all phonemes
of all languages of the world. No single language, moreover,
utilizes all distinetive features; most languages use between
8 to 12 features.

The view that utterances are atrings of discrete segmenis
is of course inherent in all alpharetic writing systems. Few
writing systems decomposE the temporally discrete segments into
more baslic constltuents. Yet even superficlial conslideration
of the facts indicates that such a decomposition reduces not
only the number of independent variables that have to be talken
into account, but also provides a natural means for expressing




salarities 1n linguistic behavior for which there is neo

: desceription if the temporally discrete phonemes are

2 as the ultimate constituents of languege. As an example
ider the six diffuse vowels of standard German whose featupe

verization le given in the following table:
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a8 in Glut "blaze” tense, fias, grave
a3 in giﬁﬁt "hlazes” tense, flat, asute
a8 in Glied "member” tense, nonflat
25 in Gluck (proper name) lax, flat, grave

" as in Giluck "fortune” lax, flat, acute

" as in BIT3k "look" lax, nonflat

man an lmportant rBle is played by a phonetic process
1le? Umlaut, which consists in the replacement in cognete

s of /u/ and MU/ by Ai/ and A/ respactively; e.g., Zug
aln’~-Zige "trains”; Mutter "mother"--Mitter "mothers™,
verms Of phonemes no Téason can be advanced why the corres.-
ondences are between /fu/ and/Al/ and between U/ and B/, and
1ot vice versa. In terms of distinctive features, Umlsut can
e described simply as a replacement of grave vowels by their
cute cognates, all other features remaining unaffected. We
ind thus that phonemes sharing certaln distinctive featurss

£
exhibit similar behavior in particuler contexts. The rarallel
to the groups of elements in the periodic table is apperent .
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In yet another respect there is an interesting pzrallel
between speech recognition and chemical analysis. In both cases
the chbjective is to find abstract representations for physical
phencnena. In speech recognition, alphabetic {phonemic) repre-
gsentations of different acoustical events (utterances} are sought.
In chemleal.analysis, the purpose is to discover the chemiecal
formaia of a substance. The science of chemlstry states the
relationship between the properties of the elements and those
of thelr compounds, Just as a grammar of a language describes
the relationship between the feature composition of the phonemes
and the physical properties of sentences. In neither case are
the properties of the complex phencmena 4o be analyzed--1.e., of
the chmical substances and of the linguistic utterances, respec-
tively--simple sums of the properties of their components. Cone-
sequentiy in nelther case will analysis procedures necessarily
be based on the detection of properties which are directly asso-~
clated with basic constituents. There is no need to expatiate
here on the indirect relationship between the measurable prcper-
ties of compounds and the defining properties of the chemical
elements. With regard to the analogous relationship in the
case of speech recognition, the following facts may, however, be

noted.

The set of acoustical properties measurable in the speech
waveform can, 1in general, not be interpreted directly in terms
of distinctive features. There is certainly no one-to-one



The emphasis put here on the indirect nature of the
relationghip bebtween the abstract phonemlc representation
and the measurable properties of the speech signal must not
obs ure the lawful nature of this relatlon. For every propei-
ly formed utterance--i.e., excluding slips of the tongue,
foreipn accent, ete.--there exlsts a set of statements which
map the phonemic representation into the accustical gignal.

As 3 matber of fact, in many specific instances thls set of
statenents 1s of a simple, direet type. For sxample, In vowels

the festure "grave-acute” 18 correlated directly with the dif-
ferance in the frequency positions of the lowest two vocal
tract resonznces (formants): in grave vowels this differcnce
18 small; in acute vowels it is large. As will be shown belcw
a relatively simple measurement procedure has been implemented
to extract the relevant information agbout this feature from
the signal. '

Unfortunately the existence of a simple relatlonship
between an acoustical measurement and a distinctive feature
does not of itself guarantee a workable measurements procedure.
On the one hand, engineering difficulties often arise in instiru-
menting such procedures. On the other hand, for certain dis-
tinctive features there do not as yet exlst fully adequate
descriptions of the acoustical correlates.

It is evident that at present a complete solutlion to the
problen of speech recognition cannot be offered. It is, how-
ever, posslble even now to instrument an identification schene
capable of tracking & restricted set of features in an utierance.
Such an incomplete identification scheme will be able to differ-
entiate only among some of the phonetically different utterances;
1% wiill "confuse" many phonetically different utterances. For
instance, if we can distingulsh only three different frequency
positions of the first vowel formant and have no information
about the frequency of the second formant, we can separate ail
English vowels into three classes: the tense diffuse /i/ and
/u/ (peel and pool), the compact /a/ /fee/ and /A / (pot, pat and
putt), and a ﬂn%ra class containing all remaining vowels.

Such an incomplete identiflication scheme can have practi-
cally useful results, since we know in advance how it will
classify any given input utterance. It is then possible;, for
instance, to select the input utterances to a volce-operated
device in such a manner as to make communication between the
operator and the device depend completely on features which the
jdentification scheme 1s capable ¢f handling reliably. If a
device capable of performing the above tripartite classification
of the vowels were also able to locate vowel sounds in the
signal,? i1t could distinguish among three monosyllablc utierances,
nine bisyllabic utterances, 27 trisyllabic utterances, etc.,
provided, of course, that these be sultably preselected. A
computer might thus be instructed by means of the following
utterances: start, send, cease, keep two, read one, jump three,
set cores, nold last, cut three, stop shift, add up, etc.



The above theoretical considerations have guided our
experimental efforts which so far have been directed towards
machine tracking of the acoustical properties most evident
in a speech signal. For this purpose the digital computer
Whirlwind I at the M.I.T. Lincoln Laboratories was employed.
As thle is belng written the programs outlined below were
sctvually in operation.

The signal is fed to a bank of 35 bandpass filters. The
outputa of the flltere are rectified, smoothed and sampled by
a rotary switch 180 times a second. After this information
has besn converted to digitsl form, it may be held by the com-
puter for lmmediate analysis or stored digltally on magnetic
tape for later processing. A more complete description of the
input system has been given elsewhere. All programs operate
golely on this spectral information which enters the computer
at the rate of 69,300 bits per second.

The program in use may be described as follows:

i. The relative amount of high-frequency energy in the
sound is calculated. On the basis of this calculation the seg-
ment 1s classified as sonorant or nonsonorant, i.e., as having
formant structure or not. If classified as a sonorant the
segment is tested further for formant position (see 2). If
clagsified as nonsonorant the sound level data determine whether
it 1s to be tzsted for class of fricative or stop (see 5), or
ldentified as a silence produced by a complete closure of the
vocal tract preceding stop phonemes.

2. The segments classified as sonorants are then sub-
Jected to a formant-tracking program which establishes the
frequency position of the two lowest vocal tract resonances.

A block diasgram outlining the logic of this program is shown

in Fig. 1. After peaks are located in the spectra, constraints
are applied which to some extent smooth out abrupt changes in
the formant locatlions and prevent confusion of closely spaced
formants. These programmed constraints are an attempt to
simulate some of the physical limitations on the possible con-
figurations of the vocal tract and their rate of change. This
prograg forms the basis for other programs dealing with sonorant
sSegments.

' 3. In vowel segments the difference in frequency between
the locations of the first and second formant 1s computed and
the frequency position of the first formant classified as "low",
"medium”, or "high". The boundaries of the latter three regions
are determined, in part, by the results of the frequency dif-
ference computation.

_ 4. A calculation is made of the amount of change in formant
frequency and sound level during successive intervals of about
40 msec throughout the utterance. If the total of the changes
exceeds a threshold, a boundary between phonemes is marked.



5. The segments classified as fricatives or stgpafare
subiected to measursment procedures outlined elsewhere.?
Theze procedures eventuate in a tripartite classification.

So far some 7O isolated words each spoken by 15 natlve
speakers have been processed. The words used were selected
so as to place each phoneme of English in as many environments
23 pessible. The memory capacity of the computer limits the
maximun length of each utterance to 800 msec.

Results to date show that although the individual acoustic
feature tracking programs perform quite well {on a 90-95% con-~
fidence level), there are at least two types of error which
are now the subject of an intense investigation.

Inadequacies in equipment and programs result in eixces-
sive sensitivity to small perturbations and noise. With the
present system it is necessary to specify threshelds which
are relatively inflexible. As a result unforeseen and informa-
tionally unimportant changes in the input signal are sometimes
sensed by the analysis programs. For example, a temporary drop
in the second formant level may force the formant tracking pro-
gram into mistakes from which it is difficult to recover even
when the level returns. In many cases, the effort to correct
such difficulties has been successful. There is, however, always
the danger of overcorrection with a concomitant insensitivity
to legitimate variations.

The second source of error is due to incomplete use made
of the interdependence of acoustical features. The programs
currently employed utilize to some extent previous measurement
results %o help specify the procedures that follow. For example.
the frequency position of the first formant will in large part
deternine the frequency range in which the second formant is to
be located. The measurement of the difference in frequency
between the first and second formant (grave-acute) helps to
specify the frequency boundaries of the first formant classes
"low"”, "medium" and "high" (compact-diffuse). In the programs
mich more use must be made of flexlbility in classification
procedures. The interpretation and specification of measure-
ments must be tied more closely to other measurements which
themselves may or may not be fully interpreted. Much of our
effort in the near future will be centered on this problem.

The solution, we feel, will be a major contribution towards
the development of reliable overall identification procedures
which of necessity must be based on lmperfect programming and
input hardware.
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