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Abstract: The product composition of bilateral trade encapsulates complex relationships about comparative advantage,
global production networks, and domestic politics. Despite the availability of product-level trade data, most researchers rely
on either the total volume of trade or certain sets of aggregated products. In this article, we develop a new dynamic clustering
method to effectively summarize this massive amount of product-level information. The proposed method classifies a set of
dyads into several clusters based on their similarities in trade profile—the product composition of imports and exports—and
captures the evolution of the resulting clusters over time. We apply this method to two billion observations of product-level
annual trade flows. We show how typical dyadic trade relationships evolve from sparse trade to interindustry trade and
then to intra-industry trade. Finally, we illustrate the critical roles of our trade profile measure in international relations
research on trade competition.

Replication Materials: The data and materials required to verify the computational reproducibility of the results,
procedures and analyses in this article are available on the American Journal of Political Science Dataverse within the
Harvard Dataverse Network, at: https://doi.org/10.7910/DVN/SKPPLH.

Since Ricardo, scholars have relied upon the concept
of comparative advantage to explain why countries
trade and to identify the winners and losers of trade

(e.g., Hiscox 2002; Rogowski 1987; Scheve and Slaugh-
ter 2001). Although comparative advantage still plays a
central role in explaining trade, consumer preferences for
product variety and the use of global production chains by
firms have dramatically altered patterns of international
trade. The fast-growing political economy literature on
product- and firm-level theories demonstrates the im-
portance of examining bilateral trade at the granular level
in understanding the distributional consequences of in-
ternational trade (e.g., Antràs and Staiger 2012; Grossman
and Rossi-Hansberg 2012; Jensen, Quinn, and Weymouth
2015; Kim 2017; Osgood 2016).
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Despite the substantive importance of products and
the massive amount of product-level bilateral trade flow
data that are becoming available, most studies still rely
on the total volume of trade aggregated across products
(e.g., Carnegie 2014; Gartzke 2007; Mansfield, Milner,
and Rosendorff 2000; Tomz, Goldstein, and Rivers 2007)
or certain sets of aggregated products (e.g., Chatagnier
and Kavaklı 2017; Dorussen 2006; Elkins, Guzman, and
Simmons 2006; Goenner 2010). For many, computational
and methodological challenges prohibit effective sum-
maries of the massive amount of product-level data and
preclude insights based on product composition. For ex-
ample, our data set, which is based on the United Na-
tions Comtrade Database, covers more than 600 products
and 59,000 directed dyads over 53 years (1962–2014). As
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FIGURE 1 Two Billion Observations of
Product-level Trade Data

Note: We analyze bilateral trade of 625 products among
59,292 directed dyads over 53 years (1962–2014).

illustrated in Figure 1, this yields approximately two bil-
lion observations of product-level bilateral trade flows.
Identifying systematic patterns in such data is difficult
for several reasons. The high dimensionality of the data
and a large number of meaningful comparisons can eas-
ily overwhelm researchers conducting simple descriptive
analyses. Bigger data sets also may contain more noise,
which can mask important systematic patterns. Regres-
sion models are also of limited use because they require
researchers either to consider each product separately or
to aggregate trade flows across multiple products, over-
looking the composition of trade as a whole.

In this article, we address this product-level trade
data challenge by developing a new dynamic clustering
method. Specifically, we group country-pairs into a fixed
number of clusters based on the similarity of their trade
profile, defined as the product composition of imports
and exports. For example, U.S.–South Korea may be in the
same cluster with U.S.–Japan because their current bilat-
eral trades involve similar exchanges of chemical products
and cars. However, the two dyads might have belonged to
different clusters in the 1960s when they traded disparate
products. This approach is different from Hidalgo and
Hausmann (2009), who use product-level trade data to
infer the relationships between products. In contrast, we
model the dynamic patterns of trade between countries
over time based on their trade portfolio.

We focus on dyadic trade relationships based on their
product-level trade for two reasons. First, countries still
play an important role in controlling the movements of
goods as they set trade policies and negotiate international
agreements. In addition, the growing number of bilateral

trade agreements, in contrast to stagnant multilateral ne-
gotiations, attests to the significant and heterogeneous
interests countries have vis-à-vis their partners. Second,
the proposed dyadic clustering method allows researchers
to distinguish bilateral trade relationships based on the
types of products that countries exchange. This is in sharp
contrast to the long-held approach where researchers con-
sider the total volume of trade across certain sets of ag-
gregated products or of each separate product. The use of
highly disaggregated products in clustering is also consis-
tent with the recognition of firms as key political actors.
That is, countries face different types of domestic and
international political constraints as firms vary in their
choice of entering foreign markets (Eaton, Kortum, and
Kramarz 2011) and their distinct global ties with part-
ners across multiple production stages (Johns and Well-
hausen 2016). In sum, we consider the distribution of
product-level bilateral trade in its entirety to characterize
the nature and evolution of dyadic trade over time.

We overcome several methodological challenges
that are unique in dealing with trade data. In particular,
we model zero trade explicitly. In fact, many countries
do not trade with each other, and the prevalence of
zero trade becomes even more pronounced once we
consider product-level trade. While there exist increasing
concerns in the literature about systemic differences
between dyads who trade versus those who do not (e.g.,
Silva and Tenreyro 2006), most applied research still
excludes nontrading dyads entirely from their analysis
(e.g., Mansfield, Milner, and Rosendorff 2000; Tomz,
Goldstein, and Rivers 2007). Furthermore, our dynamic
clustering method, which is based on a hidden Markov
model (Frühwirth-Schnatter 2007; Park 2012), allows
researchers to effectively compare the composition of
product-level trade not only across dyads (including
nontrading pairs) but also across time given a dyad.
Finally, we derive a fast expectation-maximization (EM)
algorithm to address the computational challenges in
modeling the evolution of bilateral trade relations over
time (Dempster, Laird, and Rubin 1977).

We find that there exists a path along which typical
dyadic trade relationship evolves. Specifically, we show
that most dyads engage in little trade with each other,
but when they do they start by relying on comparative
advantages, especially in exporting crude materials and
manufacturing goods. This relationship then evolves into
intra-industry trade, in which two countries simultane-
ously export and import products within the same manu-
facturing industry. Although many previous studies have
identified comparative advantage, increasing returns to
scale, and consumers’ love of variety as distinct sources
of gains from trade (e.g., Krugman 1979), to the best
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of our knowledge, no study exists to identify dynamic
changes and the sequence in their relative importance in
characterizing dyadic trade relations at this level of disag-
gregation and scope. We also contribute to the literature
that emphasizes the links between trade and development
(Grossman and Helpman 1990; Redding 1999) by identi-
fying the timing of structural transition for each dyad as
well as the set of products that play distinct roles in the
evolution of global trade.

Finally, while our cluster membership serves as a sim-
ple summary of complex bilateral trade patterns, we also
demonstrate that this measure can be used to capture key
variables of interest in international relations research. In
particular, we construct an improved measure of trade
competition that encapsulates the degree to which two
countries trade similar products with the same partners.
Using our measure, applied researchers can effectively ex-
amine whether bilateral trade competition affects other
state behaviors in international politics.1

The open-source software dynCluster: Dynamic
Clustering Algorithm is available as an R package for
implementing the proposed methods. All dyad-year clus-
ter memberships, the measure of trade competition, and
visualization tools used in this article will also be made
publicly available.

Data and Methodology
Annual Product-Level Dyadic Trade Data

We analyze annual Standard International Trade Classifi-
cation (SITC ) four-digit product-level dyadic trade data
from 1962 to 2014.2 SITC is a widely used classification
of internationally traded goods that is maintained by the
United Nations. The classification reflects the materials
used in production, the processing stage, uses of the prod-
ucts, and technological changes—facilitating economic
analyses of long-term trends of international trade across
various products.3 Moreover, its hierarchical structure is
useful for aggregating and disaggregating different sets
of products and industries for analytic purposes where a
four-digit classification gives the most detailed classifica-

1In Appendix G in the supporting information (SI), we provide an
example of such application and show that trade competition has
little effect on increasing the likelihood of signing bilateral invest-
ment treaties (BITs), unlike previous studies (Elkins, Guzman, and
Simmons 2006).

2See SI Appendix D for a comparison with another widely used
database.

3See http://unstats.un.org/unsd/iiss/Print.aspx?Page=Standard-In
ternational-Trade-Classification.

tion of products available for a large number of countries
and periods. For example, the SITC commodity 6513 is
“Cotton yarn & thread, grey, not mercerized,” which be-
longs to Section 6 (Manufactured goods), Division 65
(Textile), and Group 651 (Textile yarn).4

To ensure that product classifications are compara-
ble across the five decades, we use the list of all 625 SITC
Revision-1 four-digit products consistently across the en-
tire period. When countries report their trade statistics
based on a different revision number, the United Na-
tions Statistics Division maps them to the corresponding
Revision-1 product using concordance tables.5 We use
the resulting data in our analysis. We then consider a total
of 244 states based on the list of 289 country and re-
gion codes available from the United Nations Comtrade
Database.6 Out of the list, we include all countries and
political entities that have existed for at least 1 year dur-
ing the period while only excluding regional entities such
as the European Union. For example, we include United
Nations nonmember observer states such as Palestine. In
addition, we consider newly independent countries (e.g.,
Belarus) as unique states after independence but record
them as part of another distinct state (e.g., the Soviet
Union) prior to independence. Likewise, we include three
unique German states: the German Democratic Repub-
lic (East Germany) and the Federal Republic of Germany
(West Germany) from 1962 to 1990, and unified Germany
since 1991.

For each product and country-pair, we record the
volume of trade (measured as its value in U.S. dollars).
Even though the Comtrade Database is one of the best
sources available for trade data widely used in academic
research, it is still possible that certain countries may
fail to report their trade activities, especially for highly
disaggregated commodity categories. Thus, we carefully
check the availability of data for each product and partner:
When reports on product-level trade are available from
both importer and exporter, we use the importer’s valua-
tion, which generally includes the cost of transportation
and insurance to the frontier of the importing country
or territory, (i.e., cost insurance and freight [CIF] valua-
tion). We use the exporter’s reports when no additional

4We find that there exists significant variation at the four-digit
level. Specifically, almost 70% of the variation in trade volume
can be explained by the variation across four-digit products within
three-digit industry categories.

5The concordance table is available at https://unstats.un.org/unsd/
trade/classifications/correspondence-tables.asp.

6The complete list of the country and region names, along with
their years of existence, is available from http://unstats.un.org/
unsd/tradekb/Knowledgebase/50377/Comtrade-Country-Code-
and-Name.

http://unstats.un.org/unsd/iiss/Print.aspx?Page=Standard-International-Trade-Classification
http://unstats.un.org/unsd/iiss/Print.aspx?Page=Standard-International-Trade-Classification
https://unstats.un.org/unsd/trade/classifications/correspondence-tables.asp
https://unstats.un.org/unsd/trade/classifications/correspondence-tables.asp
http://unstats.un.org/unsd/tradekb/Knowledgebase/50377/Comtrade-Country-Code-and-Name
http://unstats.un.org/unsd/tradekb/Knowledgebase/50377/Comtrade-Country-Code-and-Name
http://unstats.un.org/unsd/tradekb/Knowledgebase/50377/Comtrade-Country-Code-and-Name
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information from the importing country is available.
When neither importer nor exporter reports a positive
volume of trade, we consider the product as not being
traded.7 Although this choice might introduce some dis-
crepancies due to the difference between CIF and free
on board (FOB) valuation, the reliance on reports from
both directions ensures that products with some trade
are identified. Note that 72.4% of all dyads have a positive
trade in at least one product for any given year. Since we
also consider the absence of bilateral trade at the prod-
uct level, we have a data set of approximately two billion
observations (≈244 × 243 × 625 × 53).8 Table D.1 in SI
Appendix D reports descriptive statistics for our dyadic
trade data and shows the prevalence of sparse trade.

A New Dynamic Clustering Algorithm for
Dyadic Data

We develop a new dynamic clustering algorithm to sum-
marize the evolution of global trade patterns at the prod-
uct level. Given the enormous size of our data, it is ex-
tremely difficult, if not entirely impossible, to discover
systematic patterns by simply “looking at” the data. In
this setting, a probabilistic model can provide useful sum-
maries of this large data set. We develop a dynamic finite
mixture model (Frühwirth-Schnatter 2007; Imai and Tin-
gley 2012) and identify a prespecified number of latent
clusters, each of which represents a distinct pattern of
bilateral trade.

The primary goal of the proposed method is to as-
sign a cluster membership to each dyad so that a set of
dyads with similar trade profiles (i.e., product composi-
tions of exports and imports) are grouped together. We
consider bilateral trade across all products in its entirety
instead of focusing on either the total volume of trade
or arbitrary sets of aggregated products separately from
one another. In this regard, the proposed algorithm helps
conduct systematic comparisons of trade composition
across a large number of country-pairs given substantial
noise in disaggregated product-level trade data (Mahutga
2006). Furthermore, we allow the cluster membership of
each dyad to evolve over time. In this way, the algorithm
captures the dynamic patterns of global trade profile. Re-
searchers specify the number of clusters based on the de-
sired degree of summarization, where a greater number

7One might view the zero trade cutoff as arbitrary. For instance,
the import statistics of the United States consist of goods valued at
more than $2,000. We deal with this issue by modeling the selection
probability explicitly in the next subsection.

8The raw data are downloaded from the UN Comtrade Database
using its data extraction application programming interface (API).

of clusters implies a finer level of summary (we also offer
a data-driven method to choose the number of clusters
below).

Methodology. Suppose we have a total of N countries
over T years. The proposed algorithm requires researchers
to choose the number of clusters, which is represented by
M (though see below for a data-driven method to select
the number of clusters). Let Zijt ∈ {1, 2, . . . , M} be a
latent cluster membership for a dyad consisting of country
i and country j in year t, where i, j ∈ {1, . . . , N}, i < j ,
and 1 ≤ T ij ≤ t ≤ T ij ≤ T with T ij and T ij representing
the start and end years of the dyad, respectively. We allow
different start and end years for each dyad because some
countries do not exist for the entire period.

For the same dyad, Xijtk ∈ [0, ∞) represents the
export of product k from country i to country j in
year t. Similarly, Xjitk is the trade flow of the opposite
direction, representing the export of the same product
k from country j to country i . We are interested in the
trade profile or product composition of trade for each
annual dyadic trade flow. To do this, we first compute
the trade proportion for each product relative to the total
volume of a given trade flow, Vijtk = Xijtk/

∑K
k′=1 Xi j tk′ ,

such that
∑K

k=1 Vijtk = 1, where K is the total number
of products.9 Then a dyadic trade profile for country i
and j in year t can be characterized by a 2K × 1 stacked
vector Vijt = (Vi j t1, . . . , Vijtk, Vjit1, . . . , Vjitk)�, where
i < j .

When clustering dyadic trade profile, the results
should not depend on how the stacked vector of dyadic
trade profile Vijt is created. Specifically, although we de-
fined Vijt such that i < j (so as to avoid double-counting
the same dyad), this is an arbitrary constraint. Indeed, we
can define Vijt by flipping the order in which trade profiles
of exports and imports are stacked. That is, we can stack
the trade profile for the exports from country j to country
i on the top of that for the exports from country i to coun-
try j , that is, V∗

ijt = (Vjit1, . . . , Vjitk, Vi j t1, . . . , Vijtk)�. As
a consequence, two dyad-year observations with similar
dyadic trade profile (i.e., Vijt ≈ Vi ′ j ′t) may appear com-
pletely different if the order in which trade profiles are
stacked is reversed (i.e., Vijt 
≈ V∗

i ′ j ′t).
To address this “flipping problem,” we create a to-

tal of 2M pseudo clusters so that each cluster corre-
sponds to two pseudo clusters. This enables us to account
for two possible ways in which one dyadic trade profile

9Alternatively, if we wish to account for the relative trade volume
of imports and exports, we can instead use the trade proportion
relative to the total volume of both exports and imports rather
than calculating it separately, that is, Vijtk = Xijtk/

∑K
k′=1(Xi j tk′ +

X j itk′ ).
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FIGURE 2 An Illustration of the Clustering
Methods

Dyad 1

V12 V21

Dyad 2

V13 V31

Dyad 3

V14 V41

Dyad 4

V23 V32

Dyad 5

V24 V42

Dyad 6

V34 V43

Cluster 1 Cluster 2 Cluster 3

Note: This figure illustrates the proposed cluster-
ing method with four countries and four products.
The first row represents the trade profiles of six
dyads, and the second row describes the estimated
mean trade proportions characterizing each cluster.
Blue, white, and red represent general levels of trade
(low, medium, and high), whereas the gradients of
each color capture the differences across each dyad
that researchers observe in the data. It shows that
dyads with similar patterns of trade across products
are grouped into a common cluster. Furthermore,
the formation of Cluster 1 demonstrates the “flip-
ping problem” in which the ordering of the stacked
trade profile vector can be arbitrarily chosen by the
researcher.

is similar to another (by flipping the order of stacking
trade profiles for one of the dyad-year observations). We
use Z∗

ijt ∈ {1, 2, . . . , 2M} to represent this pseudo clus-
ter membership, where for a dyad-year observation with
Zijt = z we have either Z∗

ijt = z (the dyad-year belongs
to cluster z without flipping) or Z∗

ijt = z + M (the dyad-
year belongs to cluster z once flipped). Since the model
parameters stay identical for clusters z and z + M, these
two pseudo clusters form one final cluster.

Figure 2 illustrates the proposed dyadic clustering
methods when there are six distinct dyads consisting of
four countries. Each country-pair exchanges four prod-
ucts. To capture the difference in trade profiles, we use
three colors (blue, white, and red) to denote different lev-
els of trade (low, medium, and high). It is clear from the
figure that Dyad 3 and Dyad 5 exhibit similar patterns

of trade whereby one country exports more of the first
two products while the other exports more of the latter
two. Likewise, Dyad 4 and Dyad 6 form Cluster 3 because
Countries 2 and 3 trade similarly compared to Countries
3 and 4. The formation of Cluster 1 demonstrates the
“flipping problem.” Although Dyad 1 and Dyad 2 exhibit
seemingly distinct patterns of trade, the trade profiles
at the dyad level resemble each other. Specifically, the
stacked vector of (V�

12, V�
21)� is similar to (V�

31, V�
13)�

once the order of data involving Countries 1 and 3 is re-
versed. Thus, our algorithm groups the two dyads into
one cluster given that Countries 1 and 2 and Countries
1 and 3 exhibit similar patterns of trade at the dyadic
level.

As shown in Table D.1 in SI Appendix D, a significant
proportion of products have zero trade for many dyad-
years. Thus, we first model zero trade given a latent pseudo
cluster membership:

Dijtk | Z∗
ijt = z ∼ Bernoulli(qkz) for k = 1, . . . , K , (1)

where Dijtk = 1{Vijtk = 0}. An important constraint here
is qkz = qk,z+M because two pseudo clusters, that is, Z∗

ijt =
z and Z∗

ijt = z + M, imply the same cluster.
We then model the proportion of trade among

nonzero trade products using the log normal distribu-
tion (Aitchison 1982). This part of the model is defined
as follows:

Wijtk | Dijtk = 0 , Z∗
ijt = z ∼ N (�kz, �2

kz)

for k = 1, . . . , K − 1, (2)

where Wijtk = log
Vijtk

Vijtk+c with the baseline product K and

c is a small constant used to avoid division by zero. We use
a value of c = 0.0001 in our application. Again, we have
important parameter constraints, that is, �z = �z+M and
�2

kz = �2
k,z+M , based on the relationship between pseudo

clusters and clusters. Although in theory one can allow for
correlations across products, we assume independence
given the computational challenge due to a large num-
ber of products in our data.10 Next, we use the Hidden
Markov Model so that cluster membership for a given
dyad changes over time (Frühwirth-Schnatter 2007; Park
2012):

Z∗
ijt | Z∗

i j,t−1 = z ∼ Multinomial(Pz1, . . . , Pz,2M)

for i < j, (3)

where Pzz′ is the transition probability from cluster z
to cluster z′. SI Appendix A describes the details of this
algorithm.

10One possible approach is to incorporate the regularized estima-
tion of a large covariance matrix into our dynamic clustering anal-
ysis (e.g., Bickel and Levina 2008; Friedman, Hastie, and Tibshirani
2008). We leave such an extension for future research.
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Quantities of Interest. To characterize the resulting clus-
ters, we use the mean trade proportion for each product
given a cluster. Note that the model parameter �kz is diffi-
cult to interpret because it is based on the log proportion
scale relative to the arbitrary baseline product. Therefore,
we estimate the average product proportion relative to the
total trade volume, E(Vijtk), for product k given cluster z
by Monte Carlo simulation. Specifically, we first sam-
ple Wi j kz from N (�̂kz, �̂2

kz) for k = 1, . . . , K − 1, where
�̂kz and �̂2

kz are the maximum likelihood estimates of
�kz and �2

kz . We then estimate the expected trade pro-

portion E(Vijtk) by 1
L

∑L
l=1{exp(wkl )/

∑K
k′=1 exp(wk′l )},

where wkl is the l th Monte Carlo draw of Wi j k , wK l = 0
for all l , and L is the total number of Monte Carlo draws.
These estimates facilitate substantive interpretation of
each cluster, as we demonstrate below.

Choosing the Number of Clusters. We propose a data-
driven approach to selecting the number of clusters based
on the hold-out likelihood criteria. An advantage of this
approach is that it avoids overfitting. We caution, how-
ever, that this type of data-driven approach, which mea-
sures the goodness-of-fit of the model, may not necessar-
ily optimize the interpretability of the results. Thus, we
suggest that researchers try different numbers of clusters
and examine how sensitive their substantive conclusions
are to the choice of clusters.

Since our model is dynamic, we set aside a certain
number of last time periods as a validation data set while
fitting our model with different numbers of clusters to the
remaining data. We then evaluate the log (observed-data)
likelihood using the validation data. For example, if the
last time period alone is set aside as the validation data set,
then the formal expression of the hold-out log-likelihood
function to be evaluated is given by

N∑
i=1

∑
j>i

log

⎧⎪⎨
⎪⎩

∑
(zTij−1,zTij

)

�zTij−1
PzTij−1,zTij

2K∏
k=1

q
Di j Tij k

kzTij

(
1 − qkzTij

)(1−Di j Tij k )

�
(

Wi j T ijk | �kzTij
, �2

kzTij

)1{k 
=K ,k 
=2K }(1−Di j Tij k )

⎫⎪⎬
⎪⎭ ,

where we have integrated out the latent group indicator
variables. We then choose the number of clusters that
maximize this hold-out log-likelihood.

Empirical Patterns of International
Product-Level Trade

In this section, we first describe the characteristics of each
cluster identified by the proposed dynamic clustering al-
gorithm. We then show the evolution of dyadic trade re-
lations with the changing cluster memberships over time.
Our key finding is that typical dyadic trade relationships
evolve from sparse trade to interindustry trade and then
to intra-industry trade, and the specific timing for such
transition varies significantly by dyads. The proposed al-
gorithm enables us to examine these changes over time at
any level of aggregation, including industries, countries,
dyads, regions, and the whole world.

Characteristics of Dyadic Trade Profiles

We begin our analysis by setting the number of latent
clusters to three in order to get a parsimonious summary
of the massive product-level trade data. As we see later,
the basic patterns consistently emerge in the analyses with
greater numbers of clusters. Our hold-out log-likelihood
calculation described above shows that the seven-cluster
model is the most preferred and the fifteen-cluster
model has the second-highest value (see Figure B.3 in SI
Appendix B.3). As shown below, these models provide
finer pictures of the patterns uncovered by the three-
cluster model. Therefore, throughout this article, we sup-
plement the results based on the three-cluster model with
those from the seven- and fifteen-cluster models.

As explained above, the proposed clustering algo-
rithm assigns a cluster membership, Zijt ∈ {1, 2, 3}, to
dyad-year observations with similar trade profiles. More
precisely, the algorithm produces the estimated prob-
ability that a given dyad-year observation belongs to
each cluster. Since the product-level trade data are high-
dimensional, three clusters are well separated. Conse-
quently, a vast majority of dyad-year observations belong
to one cluster with a high probability, making it easy for
us to classify observations.

To facilitate the characterization of each cluster as
well as the comparisons across different levels of aggre-
gation, we first consider the trade profiles of the resulting
three clusters at the SITC one-digit industry level (see
Table D.1 in SI Appendix D). Figure 3 depicts the trade
proportion for a given industry in each direction of trade
flow, which is defined as the proportion of the relevant
products relative to the total volume of exports from one
country to another (see the discussion at the end of the
last section). We plot the trade proportion of each SITC
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FIGURE 3 Three Types of International Trade

Sparse Trade
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Note: The location of each circle represents the mean industry-level exports in each direction of bilateral trade.
Circle sizes represent the magnitude of trade flows by dyads within the cluster. Circles on the 45-degree line
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one-digit industry in the exports from country A to coun-
try B (x-axis) against that in the exports from country B
to country A (y-axis). If circles are located close to the
45-degree line, therefore, countries export similar prod-
ucts to each other. The size of a circle is proportional to
the total volume of trade for the corresponding industry
within each cluster.

We find three distinct clusters of international
trade that we respectively denote as Sparse Trade,
Interindustry Trade, and Intra-industry
Trade. First, as seen by the size of the circles, dyads
in the Sparse Trade cluster tend to trade very little
across various products relative to dyads in other clusters.
That is, membership in this cluster implies a sufficiently
shallower bilateral trade relationship compared to other
country-pairs, although it is still possible that there exist
positive volumes of trade for some products between
the trading partners. In fact, when these dyads do
trade, we find that in most cases, one country exports
crude materials to the other country in exchange for
food/live animals.11 Second, the trade profile of the
Interindustry Trade cluster shows that dyads in
the cluster exchange dissimilar goods: One country
exports crude materials while the other country tends to
export manufactured goods. The force of comparative
advantage is particularly pronounced in the machinery
and transportation equipment industry (dark gray

11We thank an anonymous reviewer for pointing out the possibility
that countries may report zero trade for other strategic reasons,
which might change the interpretation of the cluster.

circle), as countries in this cluster tend to export such
products only in one direction.

Finally, dyads in theIntra-industry Trade clus-
ter tend to export and import products in the same indus-
tries and in similar proportions, as shown by the conver-
gence of products toward the 45-degree line. For example,
about 30% of exports and imports are from the manufac-
turing industry for both countries in a typical dyad-year
of the cluster. To explore this pattern further at the prod-
uct level, we calculate the extent to which dyads exchange
similar products. The Intra-Industry Trade (IIT) index
at the top of each panel reports the mean product-level
Grubel-Lloyd index for each cluster, measuring the degree
to which two countries export products in similar pro-
portions (averaging across all products).12 The IIT Index
equals 1 if for every product country A exports the same
amount as it imports from country B, whereas the index
equals 0 if for every product the trade occurs only in one
direction. As expected, the Intra-industry Trade
cluster has the highest score, 0.72, suggesting that dyads
in this cluster tend to trade the same SITC four-digit
products in similar amounts with each another. Similar
patterns arise when we increase the number of clusters to
seven and fifteen, as shown in SI Appendix B.1.

We emphasize that the three types of cluster labels
are general characterizations of dyadic trade patterns
rather than referring to specific industries. For example,

12Formally, this index for cluster z is defined as 1/K
∑K

k=1{1 −
|mAB

kz − mBA
kz |/(mAB

kz + mBA
kz )}, where mAB

kz denotes exports of
product k from country A to country B in cluster z.
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FIGURE 4 Trade Profile at the Product Level
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(lower) proportions of trade. The right panel shows results from a more fine-grained seven-cluster model.

membership in the Intra-industry Trade cluster
does not necessarily imply that in every industry there
is intra-industry trade. To gain a better understanding
of each cluster, we examine its trade profile at the
product level. Figure 4 displays the product-level trade
proportions for exports from country A to country B (left
column of each cluster) and for exports from country B to
country A (right column of each cluster), where each line
segment corresponds to one of the 625 SITC four-digit
products. We group the products by industry to facilitate
the comparison. The color of a line segment indicates the
extent to which the trade proportion of a product deviates
from the mean proportion of trade across all clusters.13 A
darker red line segment represents a higher proportion,
whereas a darker blue line segment represents a lower
proportion of the product’s trade. In addition to the anal-
ysis based on three clusters (left plot), we also examine
the results based on the seven-cluster model (right plot).

Several clear patterns emerge from the figure. First,
dyads in the Interindustry Trade cluster tend to
import and export different sets of products, as shown

13We calculate this quantity for each product k in cluster z for both
directions. For example, given the product-level trade proportions

mAB
kz for exports of product k from country A to country B in cluster

z, the deviation from the mean is given by mAB
kz − 1

2K

∑K
z′=1(mAB

kz′ +
mBA

kz′ ).

by the stark red–blue contrast between the two columns
and across products. Specifically, bilateral trade in this
cluster is characterized by one country exporting crude
materials and food while its partner focuses on exporting
industrial goods in chemical, manufacturing, and ma-
chinery industries. Second, the differences across the clus-
ters are noticeable especially in these industrial goods, as
shown in the upper half of each figure (see the differ-
ences especially in “Chemicals and related products” and
above). Dyads in the Intra-industry Trade cluster
tend to trade in higher proportions of industrial goods
with each other (two red columns) and lower propor-
tions of food, beverages, and crude materials (two blue
columns). This suggests that exchanges of similar prod-
ucts occur mainly through industrial goods. Third, dyads
in Sparse Trade tend to exchange little in industrial
goods (two blue columns) while utilizing comparative
advantages in food, beverages, and crude materials (red–
blue contrast) if they do trade.

The right panel of Figure 4 shows that these pat-
terns become even more conspicuous in the results
based on the seven-cluster model. As we move from
Sparse Trade to Interindustry Trade and then
to Intra-industry Trade, we observe an increase in
exchanges of similar products indicated by the progressive
change from two blue, blue–red, and two red columns for
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industrial goods. For food and crude materials, we also
see the stark red–blue contrast as we move toward the
Interindustry Trade cluster in the middle. We em-
phasize that a finer degree of summary can be achieved
by increasing the number of clusters. This can be seen
from the maximum deviation of the mean proportion re-
ported in the color-bar legend in each panel. For any given
product, the mean proportion differs by up to 0.03 in the
three-cluster model, whereas the seven-cluster model can
distinguish the mean difference up to 0.08. Nevertheless,
the basic patterns remain essentially identical. We further
illustrate this point with results from different numbers
of clusters in SI Appendix B.2.

The three general trade profiles identified by our
clustering algorithm shed light on some of the main
theoretical underpinnings in the international politi-
cal economy literature. First, the theory of compara-
tive advantage has been a fundamental explanation for
why countries have political cleavages across industries
(Rogowski 1987). However, most applications of the clas-
sical Stolper-Samuelson theorem conceptualize compar-
ative advantages based on only a few factor endowments
such as labor, land, and capital while distinctions across
dyads and products are often ignored (Milner and Kubota
2005). We leverage information on product-level trade
to empirically identify the dyad-years with comparative
advantage relationships and the products in which such
forces are dominant.

Second, intra-industry trade has become an impor-
tant factor in trade politics, as most developed countries
now exchange similar goods. We show that industries
with differentiated products such as manufacturing are
the primary venues for high intra-industry trade. It is im-
portant to emphasize that the co-occurrence of imports
and exports within the same industry implies that import-
competing domestic firms, importers, exporters, and even
multinational firms may coexist within the same indus-
try. Our analysis identifies a set of particular dyads and
industries in which political cleavages within an industry
might be particularly pronounced due to higher hetero-
geneity in firm preferences.14 Finally, although zero trade
flows across pairs of countries are already well known by
researchers (e.g., Helpman, Melitz, and Rubinstein 2008;
Silva and Tenreyro 2006), we show that there are signifi-
cant variations in the levels of sparse trade at the product
level even among dyads with active trade relations. This
raises concerns for most empirical studies that have ne-
glected the product level heterogeneity in the margins of
trade. Our finding suggests that researchers should pay

14See also Kim (2017), which shows the importance of within-
industry heterogeneity.

as much attention to the selection of trading partners
(extensive margins) as to volumes of bilateral trade (in-
tensive margins) at the product level (Kim, Londregan,
and Ratkovic forthcoming).

Evolution of Dyadic Trade Relations

A vast literature on international political economy sug-
gests that trade between two countries depends on
many factors that change over time. These factors in-
clude barriers to market access (Bagwell, Mavroidis, and
Staiger 2002), improvements in information and com-
munication technology (Baldwin 2016), domestic pol-
itics (Grossman and Helpman 1994), political institu-
tions (Mansfield, Milner, and Rosendorff 2000), alliances
(Gowa and Mansfield 1993), and state power (Krasner
1976). An implication is that bilateral trade relations
change as the trading environment and the global trading
system evolve. However, few existing studies relate such
factors to the changing composition of trade profiles. In
contrast, as explained earlier, a key feature of our clus-
tering algorithm is its ability to identify the dynamics of
dyadic trade relations.

Figure 5 depicts the dynamic changes of cluster
membership from 1962 to 2014. The left panel shows
that the membership size of Sparse Trade has de-
creased continuously during this period while the num-
ber of dyads belonging to Interindustry Trade and
Intra-industry Trade increased, especially since the
revolution in information and communication tech-
nology (ICT) in the 1990s accelerated the fragmenta-
tion of production processes (Baldwin 2016, 79–105).
Over the last several years, however, the growth in
Interindustry Trade appears to have slowed down
while the growth in Intra-industry Trade has per-
sisted. The growth in cluster membership, however, does
not necessarily imply that more trade volumes are ac-
counted for by the cluster. As seen from the right panel
of the figure, the overall trade volumes explained by the
dyads in the Interindustry Trade cluster have ac-
tually decreased over time. In fact, as of 2014, over 90%
of global trade is due to bilateral trade among the dyads
that are in the Intra-industry Trade cluster, even
though only about 10% of dyads belong to the cluster.

Next, we shift our focus to monadic trade relations in
order to investigate how individual countries underwent
different dynamic changes in their trade relations over
time. Figure 6 illustrates how each country’s trade
relationships with its partners have changed over the last
50 years. Each point in the triangles represents a country.
The distance from each vertex corresponds to the
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FIGURE 5 Dynamic Changes in Cluster Membership from 1962 to 2014
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Note: The left panel plots the proportion of dyad membership out of total dyads in each cluster.
The right panel plots the proportion of world trade occupied by each cluster.

proportion of dyads involving the country that belongs
to each of the three clusters. For example, a point at the
center of the triangle means the country is in each of
three clusters with exactly one-third of its partners. The
differences in the distribution of points across the three
panels illustrate distinct landscapes of international trade
in each period. We observe that most countries first
increase their trade relationships based on comparative
advantages (moving right), and then engage in intra-
industry trade with more partners (moving up). To be
sure, not all dyads follow the same path. This suggests
that international specialization is a dynamic process that
is determined endogenously by changes in comparative
advantage (Proudman and Redding 2000). As Redding

(1999) argues, countries face a trade-off between special-
izing further based on existing comparative advantages
and investing in other sectors with no technological
edges. The different trajectories followed by different
countries are also illustrated by the movements of five
countries from each continent highlighted in the figure.
China has dramatically changed its trade relations with
its partners, whereas the United Kingdom has maintained
similar trade profiles with most countries.

Finally, this article makes an important empirical
contribution by characterizing the evolution of dyadic
trade relations. Specifically, we identify the highly hetero-
geneous timing of any structural transition of bilateral
trade patterns for each dyad across time. In Figure 7, we

FIGURE 6 A Path to Intra-industry Trade
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FIGURE 7 Changing Trade Profiles with Partners
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Note: This figure illustrates the dynamic changes of cluster membership for dyads involving five countries: USA,
China, United Kingdom, Brazil, and Saudi Arabia. Each row represents one partner. We color each polygon
according to its dyad-year trade profile: red (Intra-industry Trade), blue (Interindustry Trade), and
black (Sparse Trade). The panels exclude partners that do not persist throughout the time period 1962–2014.

focus on five countries and their relationships with each
partner country from 1962 to 2014. It shows that the
United States engages in two-way intra-industry trade
(red) with many of its partners. The list of such partners
has grown steadily over time. This pattern is in contrast
to those of China and the United Kingdom. In particu-
lar, China exhibits a strikingly steep trajectory of growing
memberships in the Intra-industry Trade cluster,
whereas the United Kingdom maintains similar trade pro-
files with its partners, as shown by the relatively flat color
composition.15

In sum, the proposed dynamic clustering algorithm
yields new insights about changes in global trade profile.
Our analysis shows how typical dyadic trade relation-
ships evolve and provides a simple summary of massive
trade data. Our approach contrasts with existing empiri-
cal studies of international trade as we consider bilateral
trade across numerous products in its entirety.

15Figure C.1 in SI Appendix C illustrates the evolutionary path of
bilateral trade relations for all dyads that have existed from 1962
to 2014.

An Application: A New Measure of
Trade Competition

Having detailed the value of our clustering algorithm in
summarizing the dynamic evolution of bilateral trade, we
now illustrate the use of our cluster membership in the
analysis of trade competition. Specifically, we show that
our framework can incorporate the extent of competition
that each country faces with all of its trading partners at
the product level.

Trade competition has been one of the key theo-
retical concepts in international relations. For example,
scholars argue that trade competition can affect how poli-
cies and institutions diffuse across borders (e.g., Jensen
2003; Simmons, Dobbin, and Garrett 2006; Simmons and
Elkins 2004). Despite its theoretical importance, surpris-
ingly few measures are available to capture how countries
compete for trade partners at the product level. In this sec-
tion, we use our dyadic cluster membership to construct
an improved measure of trade competition.

Simmons and Elkins (2004, 178) define trade com-
petition as “the degree to which nations compete in the
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same foreign markets” without reference to products that
are traded. In contrast, we exploit the availability of prod-
uct level trade data and define trade competition as the
extent to which two countries trade similar products with
the same partners. We argue that the degree of trade com-
petition must be examined at the product level. This is
because competition over price and quality tends to be
specific to products that are sufficiently similar to each
other. When two countries export different products to
the same partners, they do not necessarily compete with
each other even when the overall trade volumes are simi-
lar in the same time period.16 Although it is possible that
countries trading the same products with different part-
ners have an “intention” to compete, we focus on directly
measuring the existence of observed trade competition in
each market.17

The Proposed Measure. We use our dyadic trade clus-
ter membership to measure trade competition between
countries i and j in a given year t. We consider whether
the dyadic trades of the two countries with the same trad-
ing partner h belong to the same cluster z. If dyads (i, h)
and ( j, h) belong to the same cluster, they trade similar
products with the same trading partner, implying that
the two countries are in competition with each other.
Our measure captures trade competition in both exports
and imports since our cluster membership is based on
dyadic trades. This is a desirable feature because, for ex-
ample, countries compete in importing raw materials as
much as they compete in exporting manufacturing goods.
In addition, we do not consider joint membership in the
Sparse Trade cluster as evidence for trade competition
because trade competition does not arise in the absence
of trade.

Formally, we begin by defining an indicator variable
for trade competition between countries i and j involving
partner h in year t as

C h
ijt = 1{Ziht = z, Z j ht = z | z 
= Sparse Trade}. (4)

Notice that we take into account the role of each country
in defining this measure. That is, countries i and j are not
in competition, even when they are in the same cluster
with a common partner h, if the roles within the cluster
involving h are reversed, that is, Ziht = z and Zhj t = z.

Next, we aggregate this competition indicator vari-
able across all trading partners using Gower’s (1971) sim-

16See Cao and Prakash (2010, 483) who criticize diffusion studies
that do not distinguish between products or partners.

17In other words, our measure does not capture latent strategic
intentions for competition. We thank an anonymous reviewer for
pointing this out.

ilarity metric with bilateral trade volumes as weights since
the level of competition is likely to be higher in a larger
market. That is, our measure of trade competition for
countries i and j in year t is defined as

C ijt ≡
∑

h∈{1,...,N}\{i, j }

(
Siht + S j ht∑

h′∈{1,...,N}\{i, j } Sih′t + S j h′t

)
C h

ijt , (5)

where Siht denotes the share of country i ’s trade with part-

ner h out of its total trade volume in year t. Thus, our mea-
sure assigns the highest level of trade competition to two
countries that belong to the same cluster for their trad-
ing relationships with all existing partners. Furthermore,
the measure weights the importance of trade competition
with specific partners by their dyadic trade volumes.

Comparison with the Existing Measures. The proposed
measure of trade competition makes several improve-
ments over existing measures. First, our measure is based
on the similarity in trade profiles of all SITC four-digit
products. This allows us to capture competition at a dis-
aggregated level in a systematic fashion, yielding a more
precise measure. In contrast, other measures are based
on aggregate exports and imports (Lee and Strang 2006),
certain select industries (Elkins, Guzman, and Simmons
2006; Simmons and Elkins 2004), or only SITC first-
digit products (Cao and Prakash 2010, 2011).18 Clus-
tering based on the data at a finer product level improves
the validity of our measure because substitution among
different products can be easily justified at disaggregate
levels. In other words, the elasticity of substitution de-
creases as the level of aggregation increases. For example,
the degree of trade competition should be higher when
two countries export oranges versus mandarins (SITC
0571) rather than oranges versus apples (SITC 0571 ver-
sus SITC 0574), fruits versus vegetables (SITC 057 versus
SITC 054), or food versus manufactured products (SITC
0 versus SITC 6). This is because it is easier to substitute
between goods at more disaggregated levels.

Second, our measure discounts the level of trade com-
petition when there exists little trade. Existing measures
either ignore the importance of sparse trade entirely or
deal with the problem by imposing strong constraints.
For example, Chatagnier and Kavaklı (2017) calculate the
simple correlation between two vectors of trade profiles to
summarize the degree of trade competition between two
countries. Although their measure is also based on SITC
four-digit product trade, the prevalence of sparse trade
implies that two countries can be misleadingly considered
to be in high competition when they do not trade most

18We summarize and compare existing measures in Table E.1 in SI
Appendix E.
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of the products with the same partners. This is because
a high correlation between two trade profile vectors can
result when most elements are close to zero. In contrast,
our measure is based on the clustering algorithm that ex-
plicitly models zero trade. We consider trade competition
to exist only when both countries engage in trade with its
partners with sufficient amounts of product level trade.

Third, our measure incorporates the levels of compe-
tition in each trading partner’s market. Although many
existing measures of trade competition distinguish be-
tween different products at some level (Chatagnier and
Kavaklı 2017; Elkins, Guzman, and Simmons 2006; Sim-
mons and Elkins 2004), few consider the levels of compe-
tition separately for each trade partner. Most measures are
based on a simple correlation for two countries’ product
level exports to the world. As a result, existing measures of
trade competition may mask the fact that two countries
could be exporting similar products to different partners,
which also inflates the level of competition. In contrast,
we build our measure explicitly on dyadic trade profiles
and further weight the importance of competition in each
partner country by trade volume to capture such nu-
ances (see Figure F.1 in SI Appendix F for this important
distinction).

Finally, our measure considers both export and im-
port competition. The rise of global supply chains implies
that countries not only compete in their export markets
but also compete in import markets for inputs to the
products they produce (e.g., rare earth materials for the
production of computer chips). However, to the best of
our knowledge, all existing measures have focused exclu-
sively on export competition. This leads to understated
levels of trade competition for dyads that compete mainly
in imports and not exports.19

Figure 8 compares our measures of trade competi-
tion (labeled as “3-CL,” “7-CL,” and “15-CL” for three-
cluster, seven-cluster, and fifteen-cluster models, respec-
tively) against those based on the existing measures pro-
posed by Elkins, Guzman, and Simmons (2006; EGS)
and Chatagnier and Kavaklı (2017; CK). In particular, it
shows the changing levels of trade competition between
China, the United States, and Japan and their top three
competitors as of 2014.20 In general, our measure based
on our three-cluster model (black solid line) changes
smoothly over time as expected for bilateral trade compe-
tition. Yet, as shown in the top panel, it also captures the

19Figure E.1 in SI Appendix E shows that the correlations be-
tween the proposed measure and the existing measures are centered
around zero.

20The top three competitors are chosen according to our measure
based on our three-cluster model as of 2014. We focus on competi-
tors that persist throughout the time period 1962–2014.

dramatic increase in China’s trade competitiveness with
others after its economic reforms in 1978, especially
against Canada.

In contrast, EGS shows wide temporal fluctuations,
whereas CK exhibits little variation over time. In the mid-
dle row, our measure identifies the United Kingdom as the
top and persistent trade competitor of the United States.
In contrast, EGS would suggest that the United Kingdom’s
or Switzerland’s competition with the United States has
actually decreased over time.21 In the bottom panel, our
measure identifies South Korea as Japan’s top competi-
tor, with increased competition corresponding to South
Korea’s rapid economic growth based on export-oriented
industrialization since the 1970s. This contrasts with EGS,
which shows that Japan experienced the highest level of
trade competition with South Korea in the 1960s.

The measures based on our seven-cluster (gray solid
line) or fifteen-cluster model (light-gray solid line) exhibit
similar patterns over time. As expected, there exists more
variation with a larger number of clusters as the underly-
ing cluster membership captures finer differences in trade
profiles. This can be useful to identify smaller changes in
trade competition. For example, we find a big jump in the
level of trade competition between Japan and South Korea
in the mid-1970s. This period corresponds to the third
Five-Year Plan (1972–76), during which President Park
Chung-hee transformed South Korea’s economy by pro-
viding aggressive subsidies to heavy chemical industries.
Note that measures based on different numbers of clus-
ters should be interpreted in relative terms within each
model, and hence smaller values from our seven-cluster
or fifteen-cluster model do not suggest that trade compe-
tition is lower than what one finds from our three-cluster
model.22

In SI Appendix G, we apply our proposed measure of
trade competition to the study of the diffusion of bilat-
eral investment treaties (BITs). In contrast to the original
findings of Elkins, Guzman, and Simmons (2006), our
reanalyses show that trade competition has no clear ef-
fect on increasing the likelihood of signing BITs. Instead,

21Researchers’ priors about top competitors may oftentimes be
driven by patterns of aggregate industries, especially those conspic-
uous in public discourse. For example, one may think Canada is a
top competitor of the United States because it also exports many
food products or machinery. However, the level of competition
might not be high if wheat is the primary agriculture products
that Canada exports, whereas soybeans and corn take up the most
significant portion of U.S. agricultural exports.

22Technically, finer gradations make it harder for two dyads to
belong to the same cluster (see Equation 4) and can thus shift trends
downward. In SI Appendix E, we report a metric of discrepancy
between the different measures. S1 Appendix F provides further
comparisons between our measure and other existing measures.
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FIGURE 8 A New Measure of Trade Competition
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Note: This figure reveals the changing levels of trade competition between China, USA, and Japan and their respective
top three competitors in 2014. The thick black and gray solid lines represent our proposed measures based on three-
cluster (3-CL), seven-cluster (7-CL), and 15-cluster models (15-CL), respectively. EGS (red dotted line) is based on
Elkins, Guzman, and Simmons (2006), and CK (blue dashed line) uses the measure developed by Chatagnier and
Kavaklı (2017). We present the correlations between our measure from the three-cluster model and the other two
measures at the bottom right corner.
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the results suggest that bilateral trade relationships built
on vertical or horizontal production linkages play a more
important role.

Concluding Remarks

In this article, we characterized dyadic trade relations
based on approximately two billion product level trade
data. We found that countries focus on different sources
of gains from trade as their trade relationships evolve. In
particular, a typical pair of countries starts trading based
on their respective comparative advantage, whereas va-
riety gains from exchanging similar products within the
same industry become more important later. This im-
portant sequential transition has been overlooked in most
studies of international trade and development. Our find-
ings suggest that the nature of bilateral trade relationships
changes over time, and hence countries might have to deal
with different domestic political conflicts depending on
their trading partners at different points in time.

One important advantage of the proposed dynamic
clustering method is its ability to summarize a massive
amount of highly disaggregated data with a simple cluster
membership variable. Researchers can use our measure
to account for the types of bilateral trade relationships
over time without incurring enormous computational
and methodological costs. We also demonstrate the use
of this cluster membership to construct a measure of
trade competition. Using this measure, we find that dyadic
trade relationships can be more important than compet-
itive economic pressures in explaining the likelihood of
signing BITs (see SI Appendix G).

Dyadic clustering methods have broader applications
in political science research. Indeed, measurements of so-
cial and economic interactions involving pairs of polit-
ical actors are taken at increasingly disaggregated levels.
For example, scholars in international relations observe
highly specific dyadic exchanges of services (e.g., trans-
portation, travel, communications, construction, insur-
ance, financial, royalties), capital (in various forms of
direct investment, portfolio investment, debt flows, aid,
etc.), and people (with different skill sets and occupa-
tions). Outside of international relations, dynamic clus-
tering methods such as the one proposed here can be used
to analyze various relationships between political actors
that evolve over time (e.g., campaign contributions, lob-
bying activities, cosponsorships among politicians, cita-
tions of court opinions). These methodologies provide an
effective means to uncover systematic patterns underlying
high-dimensional data.
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