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1. INTRODUCTION

In this paper we study the minimal information
structure needed for monitoring and control of the
voltage profile and the reactive power flow of a given
power system.

Historically, the Energy Management Centers (EMC)
have been equipped with the similar data structures
(like frequency and tie line flows) only for the ac—
tive power studies. Currently, with the state estima-
tors available most of the utilities monitor voltage
magnitude changes throughout the system. However,
these data are typically not used for any direct con-
trol of voltages.

There may be three possible reasons for this sit-
uation:

1) It is much easier to monitor and understand
very few data which clearly reflect the systemwide
active power imbalance than the large amount of the
voltage magnitude data associated with the load buses
throughout the system.

11) The typical active power disturbances have a
stronger systemwide effect, whereas many reactive
power changes tend to be localized [1].

ii1) It is frequently believed that only the
active power generation and distribution are associ-
ated with the actual cost of the energy.

With the new trends in the operation of electric
power systems (presence of cogeneration, power wheel~
ing [2], etc.), reasons 1i) and iii) cannot be easily
Justified even when the system is exposed to relative-
ly small changes. The voltage-reactive power propaga—
tion requires a full monitoring under the abnormal
operating conditions; recent voltage related blackouts
[3} suggest a more systematic approach to the voltage
problems.

The main study in this paper is related to 1),
i.e., the minimal information (data) structure intro-
duced which is required for the reliable decision
making in controlling the voltage profile and the
reactive power distribution of the entire system. An
effort is made to work with fewer voltage data and
therefore make the real time monitoring and control
more manageable.

A possible solution should have specific charac—

‘teristics Wdictated by the nature of the voltage-var

system, i.e., it would have to use information from
many buses in the system, 1instead of just a single
quantity (such as the system's frequency in the active
power monitoring). Also it should be possible to im—
plement in real time to respond to the reactive power
imbalances in order to avoid the voltage related dis—
integration of the system.
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To meet both requirements we have adopted a hier—
archical information and control structure, using a
pilot point concept [4], [5], as it will be described
in detail in this paper. Other authors have developed
a variety of schemes [6] - [10], all of which depend
upon the centralized information processing of all the
voltage data. To take any control action, every volt-
age control device would need the data about the
entire system. These fully centralized schemes require
large communications support among all compontents, if
they are to respond quickly to a disturbance.

At present, decentralized schemes are the only
alternative to the centralized approach, .and they are
primarily used in the existing power systems. Under a
decentralized control scheme the various voltage con-
trol devices (like the capacitor banks, load tap
changing transformers, automatic voltage regulators)
have access only to information at their own location
and thus act independently. The decentralized control
can act fast and it is not reliant upon the operation
of a central processor; however, it cannot respond to
the systemwide conditions. Therefore, both centralized
and decentralized control have their advantages and
disadvantages. A detailed study of the economic com—
parison of these two approaches to electric power sys—
tems was recently reported [Il].

In an attempt to compromise, Thorp et al. [12]
have studied the hierarchical information and control
structure. Here, the various voltage control devices
(automatic voltage regulators for generators, load tap
changing transformers, capacitor banks, etc.) attempt
to maintain their voltages within a threshold of the
desired reference voltages. Only local information is
used at this (primary) control level. Next, a second-
ary control scheme using systemwide information from
the pilot points (to be described later) acts to up~
date the reference voltages of the primary control
devices. The secondary control scheme activates only
if the primary decentralized control is insufficient.
This concept is illustrated in Figure 1.

In this paper we only study the secondary, pilot
point, based control. The problems related to the
primary voltage control are studied elsewhere [13],
[14], [15]. We believe that the idea of the pilot
point information and control structure was theoreti-
cally introduced for the first time in France and it
has been implemented since [5). A pilot point is a
load bus at which the voltage is to be measured in
real~time and used for control actions. The number of
load buses is much larger than the number of the pilot
points. The selection of load buses as pilot point
candidates is made so that, although there are few of
them, the information from them is sufficient to con-—
trol the voltage profile of the system. In [4], the
pilot points for the French system are selected in the
following way: First the system is divided into
regions typically associated with the particular power
pools. One pilot point is selected for each region to
be the load ,bus with the largest short circuit cur-
rent. Once the pilot points are found, a control
scheme for resetting reference (set) points for volt-~
age controlling devices (on the French system only
automatic voltage regulators of generators). is imple—
mented such that all of the generators in a certain
region are dedicated to controlling the load voltage
at the pilot point, and the information available to
all generators is only the voltage at the pilot point
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in the specific area. Furthermore, all generators in
a given region are operated at the same rate of rela-
tive reactive power ("aligned" operation). Thus con—
trol of the pilot point voltage in a given region
involves only one measurement and one control decision
making. Once the control is obtained for one genera-
tor, the others - in the same region operate with the
same portion of the maximum reactive power that they
can produce. Note that this concept assumes that the
voltage control is regional (not systemwide) and that
it is therefore necessary to have a systemwide coordi-
-nation of the reactive power flow between different
regions. This control 1level is referred to in the
French literature as the tertiary control, and it has
not been automated yet.

In our study the regional solution as practiced
on the French system is just a particular case of the
more general secondary control approach in which sys-
temwide pilot points are found: not necessarily just
one pilot point is associated with one region and all
the generators work together to maintain the system—
wide voltage profile. In this sense, no additional
coordination 18 necessary. This 1is the same as in
{12], in which it was shown that the French control
concept. is only one version of a possibly more general
concept of the reduced voltage information structure
for monitoring and control.

2. SECONDARY. CONTROL

As previously mentioned, secondary voltage con-
trol is used to reset the reference values of various
voltage control devices (automatic voltage regulators,
load tap changing transformers, capacitor banks, etc.).
For the sake of clarity we consider only generators,
whereas the general formulations for other control
devices can be found in [16].

This control concept is based on the linearized
model of the reactive power-voltage load flow equa—
tions

0T[5, '8y, 1M
1] B, Bi2 1 2.1
1]
2, Byp By AL

where the subscript 1 indicates generators whose
reference voltages are controlled, and the subscript 2
correponds to all load buses. Further notation in
(2.1) stands for
- vectors of the injected reactive power
changes from the base case at buses of type
i, 1 =1,2 .
AV. - vector of the voltage changes from the base
case at buses of type i, 1 = 1,2

The matrix B has submatrices B,, = -——= evaluated for
ST

the base case operating conditions.
Next, solving equation (2.1) for 4!2 in terms of
the other variables obtains

. X = Mg+ Nu (2.2)
where -1
E'Azz s 1-@.2 ’ E-All ’ M"Bzz ’
-1
N=By By

The notation x stands for the (unknown) voltage at
load buses, u 1is the control if the generators are
modeled as PV buses, and vector g corresponds to the
changes in reactive power injections, which is con-
sidered to be a cause of change on the system. We
assume here that the primary control is fully success-—
ful in keeping AV) at its reference value once a ref-
erence value is assigned through the secondary control
action u. The time intervals between two successive
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actions of the secondary control are typically long
enough so that the system reaches a new steady state,
i.e., all transients caused by the previous control
action u have died out before the next control action
is taken. Therefore, the information needed at the
control location about the disturbance is reflected
through the term Mgq.

It follows from (2.2) that vector Mg corresponds
to load voltage deviations prior to applying the
secondary control, f.e., with u = 0.

Therefore Mq 1s the information available to the
controller if the voltage is measured at all points
and we write

y = Mq

However, we intend to measure it at the pilot points
only, so the information available to the controllers
(i automatic voltage  regulators) 1s written as the
vector

Py = PMq
where

1 if bus 1 is the jth pilot point
P -
=3 0 otherwise
The matrix P selects voltages corresponding to pilot
points only. We now propose a linear control law of

the form

u = V(PMq) (2.3)
where V 1s the linear feedback matrix. Substituting
(2.3) into (2.2), we obtain

X = Mg + NVPMg (2.4)

Here x corresponds to the new load voltage deviations
due to the control actions of generators (2.3) after
the transients have disappeared. :

To determine the best control for generators V,
given the choice of pilot points P the following cri-
teria is used

1(V,p) = [ p(q) x'qx dq (2.5)
qe

where D denotes the set of all possible load distur—
bances (not necessarily single bus), p(q) is the pro-
bability distribution for the fault to occur over the
given bounded range D, and the matrix Q which could
take into account that maintaining the load voltages
at given values is more important at some buses in the
system than at the others. (This could be based on the
economic dispatch for the normal operation of the sys—
tem. )

1f the load outage is not treated as a random
variable, criteria (2.5) reduces to the deterministic
criteria of the form :

(v, P) = xqx = ((x + nveMg)TQ((1 + NvE)Mg)
(2.6)

The nature of the performance index (2.6) 1is to re-
flect the average voltage magnitude changes throughout
a given power system. The control index (2.5) is just
an expected value of (2.6).

The choice of control matrix V which winimizes
I(V,P) in (2.5) for a given P is found to be [17]
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v(p) = (-xTqm) " 'nToep(cpT) ! 2.7)
where G =VHCMT and
¢= [ pladag dq (2.8)
qeD

Note that the correlation matrix C, is the only infor-
mation required for the probabilistic approach.
Having found V(P), the performance index in (2.5)
becomes

I(V(P),P) = H - trace ((PePT) lprpT (2.9)
with

H = trace (GQ) (2.10)
and

F = con(NTow) “InTqe (2.11)

Unfortunately, the selection of the optimal pilot
points, i.e., minimizing (2.9) with respect to the
choice of P {s a difficult combinatorial problem. The
cost function is still easily evaluated for a new
choice of P, since matrices F, G and H can be computed
beforehand and only once. The exact search for the
optimal P involves the evaluation of the cost for all
possible combinations of pilot points. For small sys—
tems searching all pilot points combinations exhaus—
tively is feasible, since it has to be done once off
line. This process was reported in [12] for a small
30-bus system.

For larger systems it becomes feasible to search
for a large number of possible combinations, but not
all of them. Other methods of attempting to find the
lowest cost pilot point combination are employed here.
In particular, recently introduced annealing algorithm
for optimization [18], [19], is exploited here for
the first time on an electric power system.

3. _THE ANNEALING ALGORITHM FOR THE
PILOT POINT SELECTION

As mentioned before, the only guaranteed way to
obtain the optimal pilot point combination is to use
an exhaustive search, in which the cost (2.5) is eval-
uated for every pilot point combination. For realistic
size systems a more heuristic (but still reliable)
algorithm must be found. Recently in optimization
theory much attention has been paid to the annealing
algorithm [18] - [19], because it appears to have most
of the advantages of a descent algorithm, but has the
possibility of finding a global (rather than local)
optimum of the performance index. The annealing
algorithm used here will be that described in [18]
and it proceeds as follows.

Let the cost c(x) be defined on some finite space
X, and the optimal x* 1is searched for at which c(x)
reaches its minimum value. The annealing algorithm is
based on the notion of a neighborhood of N(x) for each
X in X. The neighborhood N(x) should be a subset of
X, typically small. In addition, it is supposed that
a transition probability matrix R is defined so that
R(x, x') > 0 if and only if x' is in N(x). Further-
more, let a sequence of numbers T = {T}, Ta, ...},
(called a “cooling schedule"*) be given such that

*The same terminology is kept here for the algorithm
as in [18] - [19]. If this algorithm is accepted for
power systems applications, the terminology should be
adapted correspondingly.

1lim Tk =0 and T,

k >

) .
k= Tkt G.1)

Then the annealing algorithm can be described as fol-
lows:

1. Choose an initial guess for xo, set k = 1,
y = xV.

2. Choose a potential next Xg+] from the neigh-
borhood N(xy), using the transition matrix R.

3. If the cost at the xy4] satisfies

e(x ) > c(x) : (3.2)
then xp4] should be set to X with the proba-
bility
Py = ex(lelx) = eln, DI/ (3.3)

Otherwise xi4] remains the same.
4. Set k =k + 1
5. If c(y) > c(xg) then set y = xp4q.
6. 1f the stopping criteria

fe(y) - c(xk)n <e (3.4)

is satisfied (with € a small predefined
number), then print y and stop. Otherwise go
to step 2.

This algorithm differs from that described in
[18] only 1in that the algorithm here remembers the
lowest cost state y ever visited, whereas the other
does not.

There are two ambiguous problems in setting up
the annealing algorithm: 1) the definition of neigh—
borhoods with transitions probabilities and 1i) the
definition of the sequence T.

The definition of neighborhoods is particularly
ambiguous since there are no rules for any particular
problem. There are, however, some general guidelines.
One is that they should be relatively small subsets of
X, and the other 1is that the neighbors of a state x
should be similar to the state x, and have similar
costs. For our application, the neighbors of a pilot
point at x are obtained by taking one particular pilot
point, Pj, which is a member of X and moving it along
a connecting transmission line to another point P,
such that P; and Pi' are both connected by a transmis—
sion line. 1In other words, the neighborhood of

A
X = &1, P2, coes Pnp}

and the R matrix are given implicitly by the procedure
for choosing a random neighbor, which is

1. Choose a PjeX, with all Pi's being equally
probable.

2. Choose a new P;' which is connected to Py in
the system by a transmission line, with all
possible P;j's being equally likely to be cho~
sen.

3. If j ¥1i: P;' = Pj, then go to step 1,
otherwise, set x' =" {P], Py, ..., Pi', ...,
Pn,

This choice of neighborhoods and transition matrix R
is easy to implement, the neighborhoods are small, and
one state is closely related to its neighboring states
on the graph which represents the system. An example
of this process is given for the studied power system
in the next section.

The other ambiguous problem which must be dealt
with is that of the choice of T. There are require-
ments on this sequence in order to make the algorithm
convergent, which can be stated as




= =d/Ty
z e = 4o (3.5)
i=1

where d is a problem—-dependent constant, but this re-
quirement can be satisfied for any arbitrarily speci-
fied subsequence Ty, i =1, ..., Ngn, T, , So the
requirement is not useful in choosing the first Ngn
values (as long as they remain greater than zero).
Furthermore, the constant d i{s probably more difficult
to obtain than the actual answer to the problem. More
theoretical work is needed on this issue as related to
the optimization of electric power systems. In the
initial simulations decreasing exponential was chosen
for this sequence.

Another problem to be addressed is the problem of
restarting the annealing algorithm. Restarting is the
process of starting an algorithm repeatedly. This is
done for algorithms which can only find local minima,
so that in case the function has several local minima,
there will be a good chance that the local minima
found is also the global minimum. The literature
does not address this issue. The resultant pilot
point combinations are different in almost every case
here. This is because the annealing algorithm is a
stochastic algorithm and it finds the solution with
certain probability. It 1is 1interesting to note,
however, that the resultant costs are all close
(Table 1). The annealing algorithm is thought to avoid
local minima already, restarting is considered super-
fluous. However, when the annealing algorithm is ter-
minated after a certain number of steps, there is no
guarantee that a global minimum has finally been
reached. It is therefore a question for experimental
research, whether given a certain amount of time in
which to solve a given problem it is best to perform
one long annealing algorithm or a number of shorter
ones with restarting. When the problem of finding the
optimal number of restarts 1is combined with the prob—-
lem of finding the best sequence T, the resulting
problem, if solved, would offer much insight into the
behavior of the annealing algorithm under practical
constraints. .

In the next section the results of applying the
annealing algorithm with various values of nyp, (the

number of steps in a single run) and npe (the number
of restarts) are given for the actual power system.

4. SIMULATION RESULTS

The annealing algorithm for finding pilot points
was applied to the Central 1Illinois Light Company
(CILCO) system. The system consists of 160 loads, 3
generators, 9 transformers with the possibility of
under load tap changing operation and 3 fixed capaci-
tors. The pilot points for the system are found
and tested for the disturbances of the system which
were suggested as the most severe ones. The Q-matrix
for (2.5) was determined by the following formula

max(1, [q ) 1f 1 =3
oy - { BASE '1 4.1
0 if 1 %3

where qpagg,i is the per-unit base case reactive power
demand at bus i. The reasoning behind such a choice
is based on the assumption that changes in larger
loads will affect the systemwide voltage profile more.
As stated earlier, if any other weighting is given it
could be used, for example based on the economic dis-
patch under the normal conditions.
The correlation matrix C is chosen to be

if 1 = j
c

I |2
{ IpasE, 1
ij

(4.2)
“quASE,i-qBASE,j | if 1 %
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where a = 0.5. Again, if more data were available for
the probability distribution of load outages, differ—
ent C may be used.

In the presented simulations, the cooling sched-~
ule was chosen to be

no- k+1
an

where k is the iterative step of the algorithm and the
other parameters were defined in the previous section.

The parameter B was chosen to estimate the aver-—
age change in cost associated with a change - from one
pilot point combination to a new combination, where
one load bus is replaced by the neighboring bus. The
buses in the system are referred to by bus number as
used in the 1load flow studies of the system. Since
this is a large system, the names and locations of all
buses are not included in this paper, but may be ob-
tained by contacting the authors. The oneline
diagram is given in Figure 2.

The annealing algorithm 1s simulated with an a
priori knowledge of the number of the pilot points.
Regults in Table 1 are displayed for different com-
binations of 2 and 3 pilot points. In the table n_ is
the number of pilot points, n__ is the number of iter—
ative steps in a single run ofmkhe annealing algorithm,
n__ is the number of restarts of the annealing algorithm
1f%a single run. The results show that the minimum
cost is not strongly dependent on the number of restarts
of the annealing algorithm, but the choice of pilot
points might be. Also the sensitivity of the pilot
point choice to the parameter B is shown.

TABLE 1

I(V,P) | Pilot Points
Obtained

1] 100| 0.002 | 0.3946 | 95, 81
10| 10} 0.002| 0.3924| 1, 81
100 1} 0.002| 0.3933 | 30, 79
11100 0.02 | 0.3946 | 95, 81

10| 0,02 | 0.3946 | 122, 81

100] 1]0.02 |0.394 |21, 48
1| 100 [ 0.002 | 0.3902 | 70, 67, 81
10{ 10| 0.002{ 0.3914 | 81, 70, 94
100{ 1]0.002]0.3943] 48, 35, 80
1| 100]0.02 | 0.3916] 81, 84, 7
10| 10}0.02 |0.3914] 77, 2, 78
100] 1]0.02 |o0.3928] 79, 137, 18
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The process of finding the neighboring com-
binations of pilot points is illustrated in Figure 3.
If in the illustration, buses 1 and 2 were the present
pilot point combinations, which will be denoted (1,
2), the possible neighboring combinations would be (1,
9), (3, 2), (5, 2), (6, 2), (7, 2), (8, 2), and (9,
2). Combinations (1, 1) and (2, 2) are excluded since
they contain repetitions, even though they could be
obtained by moving a single pilot point along ' a
transmission line. Note that (4, 2) cannot be a pilot
point combination because 4 is a generator and not a
load bus.

The pilot point combination 70, 67 and 98 was
chosen as one of a low cost combinations. These load
buses lie in the area of the southern part of the
system, which is most heavily loaded. The effect of
two faults were studied, before and after the secon-
dary control had acted and the results are given in
Figures 4-7. These faults were suggested by the CILCO
operators as the most severe contingencies.
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The first fault corresponds to the total loss of
load at bus 138. The resulting voltage profile is
given in Figure 4 for all the load buses in the
system. Figure 5 shows the voltage profile under the
same contingency with the generator set points changed
according to the pilot point based control. Figure 5
shows that thé secondary voltage control has improved
the systemwide voltage profile but it has not removed
the problem completely. The largest overvoltage left
is at the load bus 161 and an undervoltage occurs at
the bus 162. Bus 162 was recognized as the problem
aréa by the CILCO operating personnel and was sche-
duled to have a 40 MVAR capacitor installed, which can
be switched in two 20 MVAR steps.

The second problem fault given to us is indeed a
line fault between the two recognized problem buses
(161 and 162) from the previous simulation. When the
secondary based control acts, the voltage deviations
are reduced throughout the system. A relatively large
voltage deviation is left at bus 133.

The results with a different pilot point choice
(load buses 70, 67, 81) corresponding to a slightly
lower cost are as follows: The control matrix.V
defined in (2.3) for these pilot points takes on
values

<145 «357 .013
.054 .104 .012
~.210 ~.58 -.008

The load voltage deviations at the pilot points when
the first fault occurs are: 1) Prior to the control
actions =-12%, -1.9Z7 and 1.43%7 and ii) After the
control actions .48%, -.62% and .38%.

The required control to achieve the systemwide
voltage corrections based on (2.3) results in

u = [.07%, -.11%, -.322]T

for all three generators. .

The load voltage deviations at the pilot points
when the second fault occurs are: 1) Prior to the
control actions are .012%Z, .0057% and .1918% and ii)
After the control actions .0049%, .0l1% and .0096%.
The required control to improve the systemwide voltage
profile is in this case u = [.006%Z, .003%, -.007%]T.

Since the line fault does not cause any net
change in reactive power (except for the reactive
power losses on the faulted line, the systemwide
effect of this type of outage is qualitatively dif-
ferent from the reactive power load outage. This
explains significant differences in the values for
required control u at the generators in the above two
cases. However, local voltage problems close to the
faulted line may not be possible to avoid by the con—
sidered control actions.

To sum, it appears that it is not always suffici-
ent to reset voltage reference values at the ‘generator
controls only. All the other controls in the system
(1ike load tap changers and the controlled capacitor
banks) could have their reference values reset using
the pilot point information. If all this is done, and
the voltage problem is still left at the. specific
locations in the system, possibly new voltage support—
ing devices need to be installed, as was the case on
the CILCO system. Note that this is partly a conse-
‘quence of the localized voltage propagation [1] since
the voltage support available somewhere else 1in the
system is not directly useful for correcting the local
voltage problem. The algorithms suggested. here could
also be used to find the problematic areas, even with
the secondary control acting, and in this sense could
be useful’ at the planning level as well.

However, one important observation needs to be
made: The secondary control for the CILCO system was
studied without any restrictions on the reactive power
exchange of this system with the interconnected sys—
tems. It was suggested that this constraint be taken
into account. This is implementablée in our algorithm,
but it leaves an open question of operating policies
on the var exchange among different power pools. Two
solutions are possible: a) a pure regional approach
or b) a systemwide approach. This issue is strictly
dependent on the existing policies on the intercon—
nected system, while the techniques developed here
could cover both. A systemwide approach would neces-
sarily require algorithms 1like the one discussed
here because of the practical impossibility to address
the process of choosing pilot points as an exact opti-
mization problem.
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Figure 1: The hierarchical information and control

Appendix A structure.

To derive the optimal value of V, write

I(V,P) = trace [I(V,P)] =

trace }'xTQx p{q)dq =
qeD

= trace [ (Mq + NVPHq)TQ(Mq + NVPMq)p(q)dq
qeD

= trace [ qTMT(I + NVP)TQ(I + NVP)Mq p(q)dq =
qeD

trace [(I + we)Tq(r + nve)M [f qup(q)dq}ir]]
qeb
(A.1)

Define the correlation matrix

T
= [ qqplqdg
qeD

G = MCMT

Then Equation (A.l) becomes -

1(V,P) = trace [(I + NVE)T (1 + NVE)G] =

Figure 3: An Illustration of Neighboring Pilot Points
N(x).
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Figure 5: Load bus voltage profile (load fault on,
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Figure 2: The CILCO 69kV System - One line diapram
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Discussion

J. Carpentier (Electricité de France, Paris, France): The authors must be

« congratulated for the very ingenious way in which they settled and solved
the problem of secondary voltage pilot point localization. Indeed, at
Electricité de France, where such pilot points are used, it was observed that
the location of these points is of prime importance for the quality of voltage
control.

On the other hand, in recent studies at Electricité de France, the question
to know whether a hierarchized voltage control (with secondary and tertiary
levels) is necessary was reexamined. Various reasons led to the conclusion
that such a hierarchization is much preferable, especially for the robustness
and the dynamics of voltage control, even if the present implementation is

improved. Could the authors make comments on this point of view? -

Moreover, do they think the annealing algorithm would be practical for a
large scale system such as that of Electricité de France in a few years, with
about 1000 nodes and 300 reactive sources?

M. Hic, J. Christensen, and K. L. Eichom: The authors are most grateful
to Mr. J. Carpentier for providing a discussion for this paper. The input to
our work from the researchers at the Electricité de France is important since

this system is currently the only one with the automated secondary voltage
control implemented. The original motivation for our theoretical work was
definitely triggered by the practical implementation of the pilot point
concept on the French power system.

The question related to the comparison of the hierarchical control, (i.e.,
both secondary and tertiary) versus the secondary only for the entire system
is not an easy one. Depending on the communications and computing
support available, the answers may be different. It is definitely true that, if
the techniques for the hierarchical control are developed taking into account
interactions among the subsystems, it is more feasible to deal with smaller
subsystems and then coordinate them. The coordination of the subsystems
controlled via the secondary control has to be done properly though, and
new developments are needed for this. The solution proposed in this paper
applies to the entire system with the secondary control level being the
highest. No additional (tertiary) coordination is needed.

However, because of the high requirements in memory and computing
time for large systems, having the tertiary control level simplifies the
programming effort. The same answer holds specifically for the annealing
algorithm. If a large enough computer is available, the algorithm is practical
for the large scale systems, since finding the pilot points and the control low
coefficients is always an off-line process. The actual signal processing
involved is not complicated. We are currently at the stage of testing the
algorithm for realistic systems with 550 nodes.




