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Abstract This paper addresses the problem of describ-

ing the decision-making process of a committee of engi-

neers based upon their verbalized linguistic appraisals

of alternatives. First, we show a way to model an in-

dividual’s evaluation of an alternative through natural

language based on the Systemic-Functional Linguistics

system of appraisal. The linguistic model accounts

for both the degree of intensity and the uncertainty of

expressed evaluations. Second, this multi-dimensional

linguistic model is converted into a scalar to represent
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the degree of intensity and a probability distribution

function for the stated evaluation. Finally, we present a

Markovian model to calculate the time-varying change

in preferential probability, the probability that an al-

ternative is the most preferred alternative. We further

demonstrate how preferential probability toward attributes

of alternatives correspond to preferential probability to-

ward alternatives. We illustrate the method on two case

studies to highlight the time-variant dynamics of prefer-

ences toward alternatives and attributes. This research

contributes to process tracing in descriptive decision

science to understand how engineers actually take de-

cisions.

Keywords Decision based design · Ranking Alterna-

tives · Social choice

1 Introduction

One of the classic decision-making problems in engi-

neering design is concept selection, the analysis and

evaluation of alternative concepts, leading to the se-

lection or consolidation of one or more concepts for

further development. A range of normative decision-

making tools and methods for concept selection exist,

including concept screening [33], pair-wise comparison

charts [5], concept scoring matrices [6,24], and multi

attribute utility analysis [26,31]. Further along the en-

gineering design process, utility-theory based methods

have been developed to support the selection of design

parameters so as to optimize or trade-off the objectives

in a manner that adheres to the axioms of expected

utility theory [32].

Yet, at the fuzzy front end of engineering design,

information is the most lacking, objectives are still be-

ing ascertained, and outcomes are uncertain. At the
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stage when a company is in between ideation and mak-

ing a strong commitment to take a project forward,

preferences toward alternatives can dynamically change

as a result of discussion between stakeholders, inter-

action with the alternatives, and the introduction of

more information, all of which could update prefer-

ences and uncertainties [18]. There is also the prob-

lem of equivocality, wherein stakeholders may have dif-

fering and competing interpretations of likelihoods of

success, which requires negotiation and discussion be-

tween stakeholders to ‘make sense’ of the situation [36].

In short, during this phase, preferences are mutable be-

cause uncertainties are high and equivocality is low [8].

Under such circumstances, supporting the decision-makers

to resolve uncertainties by pushing them toward ac-

curacy through the axioms of expected utility theory

downplays the dynamics of preference change. Instead,

it may be more useful to provide descriptions of the

time-varying dynamics of preferences toward alterna-

tives so that the design team can scrutinize their decision-

making process.

The purpose of this research is to model the deci-

sion that a committee will take based upon what each

committee member has stated about preferences toward

an alternative or a set of alternatives being assessed.

The method’s linguistic model and numerical data for

appraisal values are based on the way that English

speakers express evaluations and judgments. Hence, the

method could be described as a model for how an En-

glish speaker would interpret a committee’s preference

based on the committee’s linguistic appraisals toward

alternatives. In engineering, as with many fields, deci-

sions are not always formally modelled but only spo-

ken or written about. There is a need for decision sup-

port tools to provide process tracing, thereby increasing

the accountability and transparency of decisions. Our

model will adopt a natural language analysis based ap-

proach to describe the preferences toward alternatives.

This is particularly important because despite the pres-

ence of analytical, mathematical, or logically based sys-

tems of decision making (such as expected utility max-

imization), natural language continues to be the most

commonly used form of communication for the purposes

of exchanging subjective preferences.

In this study, we constrain ourselves to the situation

in which designers may have a set of preferences for

a discrete set of mutually exclusive alternatives. They

may also have preferences over attributes associated

with the alternatives (i.e., decision criteria), which in-

fluence their preference toward the alternatives. This

situation is similar to concept scoring. In concept scor-

ing, the committee prepares a matrix of design alterna-

tives, generally with a reference alternative, and a set

of selection criteria or attributes associated with each

of the alternatives. The committee can either equally

weight the selection criteria or provide differential weights.

Through discussion, the committee assigns a rating to

each alternative; the rating can be relative to the refer-

ence or ordinal. If D = [d1, d2, . . . , dN ] is the set of de-

sign alternatives, A = [a1, a2, . . . , aM ] is the set of selec-

tion criteria, and R = [r11, r12, . . . , r1n;
. . . ; rM1, rM2, . . . , rMN ]

is the matrix of ratings, then the total score Si for each

alternative i is given by Si = a1r1i+a2r2i+. . .+aMrMi.

In our model, we use linguistic evidence to update the

values of the weights on the selection criteria and the

ratings to obtain the score as a preferential probability :

the probability that an alternative or attribute is the

most preferred (important) at a given time.

This method builds upon our prior research in de-

veloping probabilistic approaches for estimating a de-

sign team’s preference toward alternatives that are de-

scribed by a set of attributes [15]. One crucial assump-

tion in our prior method was that individuals speak

more often (and in a positive light) about alternatives

for which they have a stronger preference and less often

about those they prefer less. In other words, the fre-

quency of occurrence of an utterance about an alterna-

tive was considered in building a probabilistic model to

describe the relationship between preferences over con-

secutive time intervals. From the time-variant model,

we estimated how likely a choice is to be most preferred

by a design team over a given period of time. The pref-

erence model based on linguistic data was compared

to the preference model based on survey data contain-

ing the participants’ preference ratings (between 0 and

1) for each design alternative at periodic intervals. We

showed a correspondence between the utterance data

and the survey data, which confirmed our assumption.

Nonetheless, we recognize that this assumption may not

hold true in all situations, even though frequency of oc-

currence turned out to be a reasonable, manifest indi-

cator of preference.

In this article, we recognize that there is preference

information embedded in the syntax and semantics of

linguistic appraisals. As such, we expand upon our prior

method to take into account the grammar of the lin-

guistic expression of appraisal toward an alternative as

an indication of an engineer’s preference toward an al-

ternative. Team members can express their preferences

as attitudes toward attributes using finely calibrated

language, and these nuances in attitude are evaluated

by applying an established model of language. Second,

we note that individuals consider not only alternatives

but also specific attributes of these alternatives. A team

may prefer one automobile design over another, but
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this preference presumably grows out of a combination

of preferences for particular attributes such as fuel ef-

ficiency, acceleration, and handling. This paper offers

investigations of both of these circumstances.

2 Mathematical Model of Preference

Consider the following general empirical scenario that

we use to formalize the model. Suppose we have an engi-

neer or a group of engineers discussing their preferences

toward alternatives on the basis of how the alternatives

perform over a set of attributes. In general, these at-

tributes can be either explicitly set out as in a design

brief or implicitly constructed by the engineers during

an evolving design meeting [19].

Let N be the total number of design alternatives,

and M be the total number of design attributes. In the

model development, N and M are assumed fixed for

the duration of the design session. This may be an in-

complete modelling assumption for the ideation process

when the number of alternatives or attributes are still

emerging but is not an impractical modelling assump-

tion for the later stages of conceptual design when the

number of alternatives and attributes are more fixed.

Nonetheless, it is not a restriction on the model. The

model is valid even when N and M are not fixed. The

elimination of an alternative or attribute is trivial as its

preferential probability and transition probabilities can

be set to 0. If they increase, then the number of rows

and columns in the transition probabilities matrix is in-

creased by a corresponding amount, and the length of

the vector of preferential probabilities is also increased.

For clarity of presentation and no loss of generality, we

keep them fixed in the model development.

Let D = [d1, d2, . . . , dN ] describe the vector of de-

sign alternatives, and A = [a1, a2, . . . , aM ] describe the

vector of design attributes over which the alternatives

are being assessed. Time t = 0 signifies the start of

the design session. Thereafter, each utterance by each

member of the team is considered a discrete time step.

Figure 1 shows an illustrative example of appraisals of

alternatives based on a set of attributes, with alterna-

tives and attributes emphasized.

d1 Glass coffee carafe seems to have the most capacity.
d2 So there is a drawback for stainless-steel because it is

heavy.
d3 Plastic carafe No, it is not easy to clean. It’s not attrac-

tive.

Fig. 1 Sample linguistic appraisals of alternatives with al-
ternatives and attributes typeset in italics

We now develop the preference model. We will com-

pute the probability that a certain design alternative d

is the most preferred (dominant) design alternative at

time step ti. Obviously, there will be some preference

value (positive or negative) for the other non-dominant

design alternatives. We represent these preference val-

ues by υ. Then the probability that d is the most pre-

ferred (strictly dominating) alternative at time step i,

with the preference value υd > υj , j = 1, . . . , N, j 6= d.

If the strict dominance is replaced with a relaxed defi-

nition of dominance, then υd ≥ υj , j = 1, . . . , N, j 6= d,

with no loss of generality. Thus, if there are two or more

design alternatives that are equally preferred, this does

not alter the model in any way.

To compute the time-varying preferential probabil-

ities, we present a Markov chain model. The Markov

model consists of a dynamic transition matrix of prob-

abilities that contain a trace of how linguistic utterances

may reflect actual preference value change. Suppose the

team must select one choice from N alternatives, and

assume that the alternatives are mutually exclusive and

independent. Then, the vector of preferential probabil-

ities at any time step t is:

Pt = [π1,t, π2,t, . . . , πN,t] (1)

and
∑

Pt = 1. In the absence of any prior knowledge,

at the start t = 0, the probability that any of the alter-

natives is the most preferred alternative can be consid-

ered equivalent. That is, without any loss of generality,

the initial probability that any alternative is the most

preferred one is 1
N :

P0 = [
1

N
,

1

N
, . . . ,

1

N
] (2)

For example, we consider a small example where

the designers are choosing between N = 3 alternatives.

Then, the initial probability that any of the alternatives

1, 2, or 3 is the most preferred is 1
3 . Now let’s assume

that a designer says, “I really like the first one.” Be-

tween time step t = 0 and t = 1, we should be able to

calculate a transition probability to reflect the linguis-

tic evidence that tells us that the subjective preference

toward alternative 1 may be increasing. As a conse-

quence of obtaining the linguistic data, the preferential

probability should transition from all alternatives hav-

ing equal probability to alternative 1 having a higher

preferential probability. Preferential probabilities for al-

ternatives 2 and 3 should likewise decrease. To calculate

the preference transition, we need the appraisal value

toward alternative 1. This appraisal value is used to

update the transition matrix and compute the prefer-

ential probability. Thus, we have to compute preferen-

tial probabilities for each pairwise transition: what is
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the probability that alternative i is the most preferred

alternative at time step t, given that alternative j was

the most preferred in time step t − 1 and so on. The

transition probability matrix T for N alternatives is

represented by:

T =


p11 p12 . . . p1N
p21 p22 . . . p2N
. . . . . . . . . . . .

pN1 pN2 . . . pNN

 (3)

At the initial state t = 0, similar to the vector of pref-

erential probabilities P0 in Eq. (2), T is initialized to:

T0 =


1
N

1
N . . . 1

N
1
N

1
N . . . 1

N

. . . . . . . . . . . .
1
N

1
N . . . 1

N

 (4)

If P0 is already biased because of prior knowledge, it

does not make sense to have T0 be unbiased, because

P0T0 would push the preferential probabilities toward

a uniform distribution. Ideally, P0 is a stable equilib-

rium state of T0 such that P0T0 = P0. This initial

distribution satisfies this condition. (Note that a T0

that satisfies this condition is not unique.)

To compute the transition matrix at each time step,

we apply the appraisal values obtained from linguistic

data. Suppose at time step t, linguistic data is obtained

such that the appraisal value for alternative 1 is positive

+a. If the linguistic data for alternative 1 is a negative

appraisal, equivalently the appraisal value will be −a
with no loss of generality. Then, the transition matrix

can be updated as:

T =


(p11 + a) p12 − ( a

N−1 ) . . . p1N − ( a
N−1 )

p21 + a p22 . . . p2N
. . . . . . . . . . . .

pN1 + a pN2 . . . pNN

 (5)

The idea is that the transition probabilities for alterna-

tive 1, relative to the transition probabilities for all of

the other alternatives in the previous time step, should

increase by the appraisal value +a when we receive a

positive appraisal for alternative 1 (or equivalently, de-

crease by −a when we receive a negative appraisal for

alternative 1). In the language of Markov chains, this is

stated as: the probability that alternative 1 is the pre-

ferred alternative in the current time step, given that

another alternative was the preferred alternative in the

prior time step, is increased by +a. This is reflected

in the first column of Eq. (5). The transition proba-

bilities for the other alternatives, relative to alterna-

tive 1, should then change in the opposite direction.

However, we do not explicitly know by how much they

should change. As such, we equally distribute the neg-

ative of the appraisal value to the remaining transition

probabilities by a factor − a
N−1 under the assumption

that the more that an individual prefers an alternative,

then it is less likely that the individual prefers the other

alternatives in equal proportion. Transition probabili-

ties for alternatives for which we have not received any

linguistic data should remain unchanged. To maintain

transparency of the effect of the appraisal values on the

transition probabilities, for the moment, we relax the

rule requiring that each row in the transition probabil-

ity matrix should sum to 1 as required by the axioms

of probability.

An alternative formulation would be to modify the

preference values υ by the appraisal values a directly,

increasing the value of υ for an alternative for which

we have received a positive appraisal and decreasing

the values of υ for the other alternatives proportion-

ally. While this formulation may appear intuitively ob-

vious, our experiments showed that this formulation has

two problems. First, it makes a strong assumption that

the appraisals are direct expressions of preference value.

We believe that the linguistic appraisals are indicators

of likely preference; that is, they affect the probability

that an alternative is the most preferred alternative,

which is why we have chosen to modify the transition

probabilities with the appraisal values. Second, directly

modifying the preference values with the appraisal val-

ues led to “runaway” preferences values, which did not

agree with the surveys to identify the participants’ ac-

tual preferences during the experiments. As such, we

do not continue with this formulation.

In summary, transition probabilities for an alterna-

tive for which we receive appraisal data change relative

to the other alternatives. Transition probabilities be-

tween any two alternatives for which we receive no ap-

praisal data are kept the same. Mathematically stated,

if an appraisal is received on alternative i, then we add

the appraisal value a with the appropriate sign (posi-

tive or negative) to the ith column and add its negative

by a factor a
N−1 to the ith row except for the iith entry.

Because of the presence of negative appraisals over

time, Tt can have negative values. To correct this nu-

merical artefact, we rescale the entries of Tt between

0 and 1, preserving the relative relationships between

the transition probabilities but relaxing the require-
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ment that the rows must sum to 1.1

Tscale
t =

Tt −min(Tt)

max(Tt −min(Tt))
. (6)

We note, however, that the unscaled transition ma-

trix T is used to recalculate the new transition matrix

in the next iteration. Using the unscaled version of T

preserves the numerical effect of repeated positive or

negative appraisals over time, leading to a more pro-

nounced numerical distinction between the preferential

probabilities over time. It also maintains visual trans-

parency of the effect of repeated positive or negative

appraisals of an alternative, which is important for hu-

man understanding of the method.

Now, given P at time t− 1 and the rescaled Tscale
t

at time t, P at time t is updated by vector-matrix mul-

tiplication:

Pt = Pt−1T
scale
t (7)

In a final step, we normalize the values in Pt such

that all values range between 0 and 1 and the sum totals

1 by dividing Pt by the sum of its entries:

Pnorm
t =

Pt

N∑
i=1

πi,t

(8)

where πi,t are the preferential probabilities for the i = 1

to N alternatives. Note that this simple normalization

does not lose the relational information gained in the

model and the transition probabilities matrix, but sim-

ply rescales the preferential probability values between

0 and 1 and ensures that
∑

Pnorm
t = 1, as required by

axioms of probability.

An outcome of the model is that the preferential
probability for an alternative increases (decreases) with

the number and intensity of positive (negative) appraisals

toward the alternative. If after a series of positive lin-

guistic appraisals of high appraisal value a designer

were to select (as in actually choose) any other alter-

native as the most preferred alternative, then there is

an inconsistency between the designer’s linguistic ap-

praisals and decision; the method captures this impor-

tant inconsistency.

For now, we ask the reader to accept an arbitrary

value a for an appraisal. The problem of how to com-

pute an appraisal value from linguistic data is a sepa-

rate part of the model, which is presented in Section 3.

1 An alternative approach would be to normalise the tran-
sition matrix at this step such that the axioms of probability
are satisfied. We have experimented with this approach, and
found that it results in the loss of numerical distinction be-
tween the preferential probabilities over time. It is thus nu-
merically advantageous not to scale the transition matrix at
each iteration, but rather to rescale the preferential probabil-
ities in the final step, Eq. 8.

2.1 Hierarchical grouping of alternatives

In some design cases and experiments that we stud-

ied, the alternatives themselves could be hierarchically

grouped. For example, in the Laptop configuration prob-

lem (see Table 7), there are 8 principal design alterna-

tive classes such as External shell, Screen size, etc. Each

of these principal 8 categories contains further alterna-

tives: for example, the External shell can be a plastic

alloy (d1), a magnesium alloy (d2), or a titanium alloy

(d3). Such a hierarchical composition of alternatives is

quite common. In such a case, the total number of al-

ternatives is higher (31 alternatives for the laptop con-

figuration case) than the number of classes into which

they are grouped (8 alternative classes in the laptop

configuration case). According to our method above,

in the absence of hierarchical grouping of alternatives,

each time a positive or negative appraisal is made on

one alternative, all the rows and columns of the entire

matrix are altered. However, if the alternatives are hi-

erarchically grouped, then it will be unreasonable to

alter all the rows and columns when the designer is

actually making an appraisal within a particular alter-

native class. For example, the preferential probability

on the Screen size should not change if the designer is

making an appraisal on titanium, magnesium, or plas-

tic as a choice for the External shell, assuming inde-

pendence of categories. Only the preferential probabil-

ities of the alternatives in that particular class should

change. To account for this, whenever we study a de-

sign case with hierarchical grouping of alternatives, we

perform a block matrix computation. To incorporate

a new appraisal on an alternative, only the rows and

columns of the sub-matrix comprising one alternative
class are altered, leaving the other parts of the matrix

untouched. In formal terms, suppose there are two al-

ternative classes, with 1 to N alternatives in one class

and N + 1 to K alternatives in the second class. Then,

Eq. (5) from the previous section will now become:

T =



(p11 + a) p12 − ( a
N−1 ) . . . p1N − ( a

N−1 ) p1(N+1) . . . p1K

p21 + a p22 . . . p2N p2(N+1) . . . p2K

. . . . . . . . . . . . . . . . . . . . .
pN1 + a pN2 . . . pNN pN(N+1) . . . pNK

pN(N+1) . . . . . . . . . . . . . . . p(N+1)K

. . . . . . . . . . . . . . . . . . . . .
pK1 . . . . . . . . . . . . . . . pKK


.

(9)

We note here that any number of hierarchical levels

can be accounted for by the computation in this way.

The normalization and preferential probability compu-

tation steps described in the previous section remain

unchanged.
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3 Language Model

In this section, we discuss how to compute a single

scalar number for the subjective utility of an alternative

from linguistic data. We use these values to estimate

the transition probabilities, from which we calculate

the change in preferential probability at each time step.

Our perspective is that subjective preference about al-

ternatives is developed through an engineer’s positive

or negative evaluations of alternatives. These evalua-

tions can be explicitly revealed through the language

of appraisal [3,4], semantic and grammatical forms of

language for expressing judgments. For brevity, we re-

fer to these as linguistic appraisals. The idea behind the

use of linguistic appraisals as the basis for the elicita-

tion of preference and uncertainty is that, intuitively, if

a person expresses a linguistic appraisal such as, “Alter-

native 1 is a really good idea,” then it is reasonable to

predict that there is now a higher likelihood that alter-

native 1 is becoming more preferred relative to the oth-

ers. Thus, as the committee discusses the alternatives,

the linguistic data could provide time-varying informa-

tion about how the preference for alternative 1 changes

in terms of the degree and direction of the change, de-

pending upon whether a positive or negative appraisal

of alternative 1 is provided. As a person interacts with

the alternatives and with others in the committee and

obtains more information, preferences toward those al-

ternatives would continually change. The analysis of lin-

guistic appraisals would provide us a way to estimate

the state transition probability for a given alternative.

First, we identify the semantic resources that can

express a linguistic appraisal. Semantic resources are

ways of expressing meaning through language. In Systemic-

Functional Linguistics, there are five semantic resources

for expressing a linguistic appraisal in the system of ap-

praisal [22]: Attitude; Engagement; Graduation; Po-

larity; and Orientation. The resource of Attitude has to

do with making evaluations, such as whether something

is ‘good’ or ‘bad’, ‘right’ or ‘wrong’. Engagement is a

scale for the speaker’s commitment to the evaluation,

such as ‘sort of believe’ to ‘truly believe’. Graduation

deals with the strength of evaluation, such as ‘very good

product’ or ‘extremely bad product’. Both Polarity and

Orientation relate to whether the appraisal is positive

or negative. The resources of Attitude, Engagement and

Graduation are gradable resources (i.e., have a nomi-

nal scale) for evaluating alternatives, and these three

will figure into calculating the appraisal value a. Ori-

entation and Polarity are accounted for by the positive

or negative sign of the appraisal value a. The process

for identifying these semantic resources in linguistic ap-

praisals in design are detailed by Dong et al., and has a

high degree of objectivity and reliability since the cod-

ing strictly follows rules of grammar [4].

We group the words utilized in each linguistic ap-

praisal into appraisal groups [37]. Whitelaw [37] ap-

plies a strict grammatical definition wherein an ap-

praisal group “comprises of a head adjective with de-

fined attitude type, with an optional preceding list of

appraisal modifiers, each denoting a transformation of

one or more appraisal attributes of the head”. In our

formulation, an appraisal group is formed by catego-

rizing the words utilised in each linguistic appraisal by

the semantic resource of appraisal. Each semantic re-

source could have gradable values of low, medium, and

high, as shown in Figure 2.

	
  

Attitude low
Engagement −

Graduation −

"

#

$
$
$

%

&

'
'
'

"This is good."

→

Attitude low
Engagement −

Graduation high

"

#

$
$
$

%

&

'
'
'

"This is very good."

→

Attitude high
Engagement −

Graduation high

"

#

$
$
$$

%

&

'
'
''

"This is the best ever."

→

Attitude low
Engagement low
Graduation high

"

#

$
$
$

%

&

'
'
'

"I sort of think this is very good."

Fig. 2 Use of semantic resources in various linguistic ap-
praisals and their gradable values

In other words, each semantic resource, Attitude

(A), Engagement (E), and Graduation (G) could have

variable intensities. Given the flexibility of natural lan-

guage, the intensities could have a continuous, ordinal

scale (Attitude: good, better, best, best ever; Engage-

ment: sort of think, really think, truly believe; Gradua-

tion: kind of, quite, very, extremely). For the purposes

of this research, we discretize this continuous scale and

choose three nominal scales: high, medium, and low.

Thus, we have the following model. The engineers’ dis-

cussion is recorded in a transcript. We extract all the

utterances that directly evaluate alternatives over a set

of attributes. These utterances are ordered in time (di-

mensionless time steps). Each utterance has an Atti-

tude and may have Engagement and Graduation se-

mantic resources. Each semantic resource has one of 3

possible gradation values: high, medium, or low. Note

that the language model for the appraisals and seman-

tic resources is typical to all of natural language and not

just design appraisals. The language model is based on

the linguistic realization of appraisals of design alter-

natives in the most general form, independent of the

specificities of a particular design domain or problem.

Given the three gradable values for the semantic re-

sources of Engagement and Graduation, with the possi-
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bility that neither of these semantic resources is in use,

and 3 gradable values for the semantic resource of Atti-

tude, which must always be used, there are a total of 27

(= 3 × 3 × 3) canonical ways to express an appraisal,

ranging from “This is good” to “I sort of think that

this is sort of good” to “I really think that this is the

very best”. The canonical appraisals are shown in Ta-

ble 1. Each of these statements has a different level of

intensity of judgment as well as the uncertainty toward

the judgment. This concept of intensity of judgment is

similar to Subasic’s concept of intensity [29], but we

do not attempt to assign a numerical intensity to each

semantic resource. Rather, we map the gradable val-

ues for the semantic resources of appraisal into a scalar

for the intensity of the entire appraisal and the uncer-

tainty associated with the linguistic appraisal. Based on

this mapping, it becomes possible to estimate the ap-

praisal value for any arbitrary linguistic appraisal since

a linguistic appraisal can be broken down into its con-

stituent semantic resources and the gradable values per

semantic resource.

The next step is to obtain broad consensus on the

intensity and equivocality of the canonical linguistic ap-

praisals listed in Table 1. We obtained this data through

crowdsourcing using the online service Amazon Me-

chanical Turk. Amazon Mechanical Turk connects ‘re-

questers’ to ‘workers’ to complete simple tasks for pay,

such as translating a short and ambiguous sentence or

distinguishing between the colors ochre and rust. Me-

chanical Turk is increasingly being used for social sci-

ence research [23] and for labelling data for machine

learning [28]. Excluding all instances of appraisals with

no appearance of the semantic resources of Engagement

and Graduation, there are 27 canonical statements of

appraisal that could be rated, as described in Table 1.

We randomly divided the 27 sentences into three sets

of 9. Each set included one crossover sentence from an-

other set so that we could check if the responses by

workers from each set were statistically similar. Addi-

tionally, we used three sentences, “This is so-so”, ”This

is good” and “This is excellent” as controls to ensure

the quality of their work. We expected workers to rate

these three sentences in ascending order of degree in-

tensity, and rejected results from workers who reversed

the order of intensity for these three control sentences

or who placed 2 or more of them at the same level of in-

tensity. The workers were allowed to place both “This

is so-so” and “This is good” in the neither weak nor

strong category, however. In total, we asked each worker

to rate one set of 13 appraisals, which includes 9 from

the canonical set, 1 crossover, and 3 quality control ap-

praisals, from 1-very weak to 5-very strong with the

midpoint being 3-neither weak nor strong. The work-

Table 1 Canonical Forms of Linguistic Appraisals Rated by
Mechanical Turk Workers. A=Attitude (L=good; M=better;
H=best); E=Engagement (L=sort of; M=pretty much;
H=really); G=Graduation (L=sort of; M=much/quite;
H=very/so much)

Option A E G Statement

Q1 L L L I sort of think that this is sort of
good.

Q2 L L M I sort of think that this is quite
good.

Q3 L L H I sort of think that this is very
good.

Q4 L M L I pretty much think that this is
sort of good.

Q5 L M M I pretty much think that this is
quite good.

Q6 L M H I pretty much think that this is
very good.

Q7 L H L I really think that this is sort of
good.

Q8 L H M I really think that this is quite
good.

Q9 L H H I really think that this is very
good.

Q10 M L L I sort of think that this is sort of
better.

Q11 M L M I sort of think that this is much
better.

Q12 M L H I sort of think that this is so
much better.

Q13 M M L I pretty much think that this is
sort of better.

Q14 M M M I pretty much think that this is
much better.

Q15 M M H I pretty much think that this is
so much better.

Q16 M H L I really think that this is sort of
better.

Q17 M H M I really think that this is much
better.

Q18 M H H I really think that this is so much
better.

Q19 H L L I sort of think that this is sort of
the best.

Q20 H L M I sort of think that this is pretty
much the best.

Q21 H L H I sort of think that this is the
very best.

Q22 H M L I pretty much think that this is
sort of the best.

Q23 H M M I pretty much think that this is
quite the best.

Q24 H M H I pretty much think that this is
the very best.

Q25 H H L I really think that this is sort of
the best.

Q26 H H M I really think that this is quite
the best.

Q27 H H H I really think that this is the very
best.
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Table 2 Amazon Mechanical Turk workers data

HIT Workers Average Time
to Complete
(minutes)

Effective
Hourly Rate
(USD)

1 150 2 13.24
2 149 2 13.24
3 138 2 11.18

ers were neither providing a preference for a given set

of alternatives nor giving market feedback on a partic-

ular product; they were simply asked to consider the

given linguistic appraisals in the context of the com-

mon use of language, as if they were commenting to

a friend about a movie they had recently seen. In the

instruction, they were asked to consider if a statement

such as “I really think that this is much better” reflects

a stronger or weaker judgment than “I sort of think

that this is sort of good.” We rejected results from the

workers if there were any empty responses, if all the re-

sponses were of the same intensity, or if there appeared

to be a systematic ‘clicking’ on responses. Workers were

paid USD0.50 per set of 13 sentences, and were paid on

average about USD12.55 per hour, which is approxi-

mately the living wage for a single adult on East and

West Coast metropolitan cities of the US.

Three batches of statements were run through Ama-

zon Mechanical Turk, with 100 valid responses taken

from each batch. More than 100 workers participated in

each batch, but about 33% provided faulty data, mostly

by not completing the task. The batch statistics are

shown in Table 2.

For each combination of [A,E,G] we have one de-

pendent variable, appraisal intensity score S. This is

the format of the data provided by the Mechanical Turk

experiments. Thus, from the Mechanical Turk experi-

ments, we have a matrix of size 100 × 27, where each

row shows how a single representative worker graded

any of the 27 statements, and each column shows the

variation in response for a particular appraisal. Sum-

ming each column and taking the average thus tells us

a single scalar appraisal intensity score for each 3 tuple:

Aj =

100∑
i=1

Sij/100 (10)

where Sij are the individual scores by each respon-

dent.

Descriptive statistics for the 3 control statements

are shown in Table 3. The appraisal intensity scores

increased in line with the expected direction. We note

also that the standard deviation for the appraisal inten-

sity scores decreases as the appraisal intensity scores

increases. This implies that there is a higher level of

Table 3 Appraisal intensity scores for control statements

N Mean Std. Deviation

This is so-so 300 1.87 .820
This is good 300 3.59 .714
This is excellent 300 4.84 .452

uncertainty for weaker appraisals, a result that we will

also find in the results for the 27 canonical statements.

Descriptive statistics for the 27 statements rated

by the Mechanical Turk workers are shown in Table

4. From our data, the lowest appraisal came out to be

2.22, and this corresponded to the “lowest” tuple value

[A = L,E = L,G = L] and the highest appraisal came

out to be 4.81, and this corresponded to the “highest”

tuple value [A = H,E = H,G = H]. This result verifies

the nominal scaling of the appraisals, since the respon-

dents were unaware of our semantically based linguistic

coding scheme and only saw some of the 27 statements.

The statements were generated in order of predicted

intensity of appraisal within a set of 9 statements (Q1-

Q9, Q10-Q18, and Q19-Q27), and are shown in this or-

der in Table 4. However, the statements were presented

in random order to the workers, and workers received

statements from across the sets. Generally, the trend

is of increasing appraisal intensity score within each of

these sets. There is a recurrent pattern of a drop in

score between statements Q6 and Q7, Q15 and Q16,

and Q24 and Q25. Each of the lower value statements

combined a high engagement with a low graduation,

such as “I really think that this is sort of good” and

“I really think that this is sort of the best.” In general,

statements with a low value for the semantic resource of

Graduation (Q1, Q4, and Q7; Q10, Q13, and Q16; Q19,

Q22, and Q25) received the lowest appraisal intensity

scores within their respective sets. The consistency of

these results across the sets further confirms the valid-

ity of the data and that the use of the semantic resource

of Graduation with a low gradable value will produce

the weakest appraisal intensity scores.

To check the consistency of the Mechanical Turk

workers across the various batches, we conducted non-

parametric tests, due to the non-normality of the dis-

tribution and ordinal values for the appraisal values

collected, to determine if the mean values reported by

the Mechanical Turk workers were similar. Independent

samples Mann-Whitney U Tests were calculated for the

crossover statements to determine if there is a statis-

tically significant difference in the mean appraisal in-

tensity scores. Crossover statements were tested across

two independent batches. There was no statistically sig-

nificant difference for Q16 (U = 4757.5, p = 0.520),

but a statistically significant difference for Q9 (U =
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Table 4 Appraisal intensity scores for canonical appraisals

N Mean Std. Deviation

Q1 100 2.22 .811
Q2 100 3.08 .761
Q3 100 2.92 .884
Q4 100 2.74 .747
Q5 100 3.43 .728
Q6 100 3.61 .803
Q7 100 2.94 .763
Q8 100 4.11 .665
Q9 100 4.41 .570
Q10 100 2.36 .871
Q11 100 3.18 .821
Q12 100 2.83 .911
Q13 100 2.75 .903
Q14 100 3.47 .958
Q15 100 3.62 .801
Q16 100 3.11 .680
Q17 100 4.05 .687
Q18 100 4.09 .793
Q19 100 2.98 1.155
Q20 100 3.49 .980
Q21 100 3.83 .911
Q22 100 3.35 1.029
Q23 100 3.94 .983
Q24 100 4.31 .849
Q25 100 3.64 .927
Q26 100 4.62 .599
Q27 100 4.81 .443

3662.0, p = 0.000) and Q14 (U = 4179.5, p = 0.032).

Similarly, we performed a Kruskal-Wallis H test to de-

termine if there is a statistically significant difference in

the means for the control statements. There was no sta-

tistically significant difference between the batches for

the control statement “This is good” (H(2) = 1.135, p =

0.568), but there was a statistically significant differ-

ence in the means between the batches for the control

statements “This is so-so” (H(2) = 6.807, p = 0.033)

and “This is excellent” (H(2) = 16.918, p = 0.000).

Due to the statistically significant difference in the

means, we compared the distributions of the results us-

ing the two-sample Kolmogovor-Smirnov test. For Q9,

there is a statistically significant difference in the distri-

butions (Kolmogorov-Smirnov Z = 1.980, p = 0.001),

but no statistically significant difference in the distri-

butions for Q14 (Kolmogorov-Smirnov Z = 0.849, p =

0.468) and Q16 (Kolmogorov-Smirnov Z = 0.495, p =

0.967). When comparing the distributions for the con-

trol statements, we find no statistically significant dif-

ference between batches as shown in Table 5.

Visually, the similarity of the distributions of the

control statements is evident as is their skewness. As

shown by the probability distribution functions for each

of the control statements in Figures 3, 4, and 5, the dis-

tribution is left-skewed or right-skewed for the weakest

Table 5 Kolmogorov-Smirnov Test for similarity of distribu-
tions

Batch Statistic So-so Good Excellent

1 and 2
Kolmogorov-Smirnov Z 1.061 0.566 0.495
Asymp. Sig (2-tailed) 0.211 0.906 0.967

1 and 3
Kolmogorov-Smirnov Z 0.919 0.141 1.131
Asymp. Sig (2-tailed) 0.367 1.000 0.155

2 and 3
Kolmogorov-Smirnov Z 0.141 0.707 0.636
Asymp. Sig (2-tailed) 1.000 0.699 0.813
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Fig. 3 Probability Distribution Function for “This is so-so.”

and strongest appraisals, respectively, and more nor-

mally distributed for “This is good.” This pattern is

similarly reflected in the probability distribution func-

tions for the canonical appraisals. The weakest appraisal,

Q1, has a left-skewed distribution (Figure 6), a medium-

strength appraisal, Q7, has a normally-distributed dis-

tribution (Figure 7), and a strong appraisal, Q27, has a

right-skewed distribution (Figure 8). In summary, the

data collected from the Mechanical Turk workers is suf-

ficiently valid to calculate the appraisal values because

the null hypothesis is satisfied for all of the control

statements and for 2 of the 3 crossover statements to

conclude that the samples were drawn from the same

distribution.

To create an equally graded scale for the appraisal

values a = (0, 1], we normalized the 1×27 vector of raw

appraisal intensity scores from Eq. (10) as per Eq. (11):

Anormalized =
Ai −min(A)

max((A−min(A))
(11)

For a positive appraisal, the calculated normalised

appraisal values ranged from 0.135[L,L,L] to 0.991[H,H,H].

For a negative appraisal, with no loss of generality, the

corresponding values are the negative of these. To use

these values in the calculation the transition proba-
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Fig. 5 Probability Distribution Function for “This is excel-
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bilities, we simply look up the appraisal values from

Anormalized for a given tuple of [A,E,G].

We note here that in live design sessions, we ob-

served that not all utterances involved appraisals using

all three semantic resources. For example, a statement

such as “So you’re going to want to go with the tita-

nium.” leads to a code of [A = L,−,−], since there is no

Engagement or Graduation involved in the utterance.

To cover the entire set of all combinations, including

the cases where only one of the semantic resources A,

E, or G are present or cases where two of these are

present and one is absent, we perform a simple linear

interpolation, and average over all possible values of the

missing element(s). For example, consider the [L,M,−]

case: We take the combinations [L,M,L] = 0.306931,

[L,M,M ] = 0.534653, and [L,M,H] = 0.594059, and
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perform a simple average to give us the appraisal score

for [L,M,−] = (0.306931 + 0.534653 + 0.594059)/3 =

0.478548.

4 Experimental Results

4.1 Time-Variant Preferential Probability for

Alternatives

We first describe the results from an experiment in se-

lecting a single alternative from a mutually exclusive

set of alternatives. We have previously described this

experiment in another paper [15], and, thus utilize this

data set to compare approaches. The team’s task was

to choose a carafe of glass, plastic, or steel and filter of

gold, paper, or titanium for a coffeemaker. The team

was told that the total cost for the carafe and filter

could not exceed $35. Prior to the experiment, each

participant was trained using a think-aloud exercise to

practice saying each alternative using its proper name

(“glass carafe” or “glass pot”) rather than an ambigu-

ous pronoun (“this” or “that”) in order to facilitate the

tracking of design alternatives in the transcript. During

the experiment, they discussed their preferences and ra-

tionale with each other until a consensus was reached.

This discussion was audio- and video-recorded and then

transcribed.

During the same exercise, participants were asked

to fill out surveys approximately every 10 minutes with

their preference ratings for the alternatives. The ex-

periment lasted 50 minutes, including 10 minutes for

instruction and training, and 8 minutes for filling out

5 surveys during the session. Paper-based surveys were

completed individually. Individuals were asked to pro-

vide an optional, brief rationale for their rating and

ranking to decrease the possibility of arbitrary ratings.

Research on how groups engage in discussion sug-

gests that members begin a discussion with only partial,

independent knowledge of a topic. Group discussion can

then play a role in eliciting this incomplete knowledge

so that better decisions may be made [10]. In order to

encourage discussion among the group members and

simulate a more realistic team experience, information

about the design choices was provided in the following

ways. First, team members were individually provided

with detailed information about one of the three alter-

natives (for example, only the glass carafe), thus sim-

ulating a partial knowledge scenario. Team members

would then discuss product features as a group in or-

der to uncover additional information about the other

alternatives.

The linguistic appraisals in the data set were ana-

lyzed by AD and MCY. We developed the following no-
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Fig. 9 Distribution of Semantic Resources in Positive and
Negative Coffee Carafe Appraisals.

tation to code the appraisals: µ#(d#)(α#)(+,−) where

µ# indicates the time step at which the appraisal was

expressed, d# indicates the alternative toward which

the appraisal is directed, if any, α# indicates the at-

tribute toward which the appraisal is directed, if any,

and + or - indicate the direction (orientation) of the

appraisal as positive or negative, respectively. Thus,

the appraisal, “Glass coffee carafe seems to have the

most capacity” would be coded as µ41(d1)(α7)+ and

utilizing the following semantic resources at the given

level: Attitude = capacity (L), Engagement = seems

(L), and Graduation = most (H). A total of 54 ap-

praisals were coded. Seven statements of linguistic ap-

praisals were used for training and arbitration purposes

to ensure that the two coders could code the transcript

consistently and reliably for the appearance of a lin-

guistic appraisal and the correct categorization of a

word by semantic resource for appraisal. AD checked

each coder’s work for consistency (e.g., not consistently

coding the same word in as the same and correct type

of semantic resource for appraisal) and made correc-

tions where needed. A Krippendorf’s alpha of 0.8188

for inter-coder reliability was achieved, which is consid-

ered acceptable [12].

Only a few possible combinations of Attitude, En-

gagement, and Graduation occurred in the transcript

as shown in Figure 9. Each of these appraisals has an

underlying uncertainty distribution that has been cap-

tured by Mechanical Turk. Refer to Figure 3 for the

distribution for an appraisal with low gradable values

for each semantic resource. Some appraisals have more

uncertainty than others, as shown in Tables 3 and 4,

which compares the means and standard deviations for

all 27 appraisals and 3 control statements sampled from

Mechanical Turk. These results demonstrate the im-

portance of considering the expressed appraisals in the
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Table 6 Number of positive and negative utterances for the
coffee carafe alternatives from design session transcript

Positive Negative

Glass 19 3
Steel 13 8

Plastic 4 7

calculation of the preferential probabilities and not just

the occurrence of a positive or negative appraisal as we

have done previously [15].

Figure 10 shows the results of calculating the time-

variant preferential probabilities for the coffee carafe.

It can be seen that the preferential probabilities fluc-

tuate in time before they reach their final configura-

tion. Specifically, note that the steel carafe alternative

never has the highest preferential probability, but the

plastic carafe is briefly likely to be the most preferred

alternative. The glass carafe has the highest preferen-

tial probability at the end of the session. The calcu-

lations and ordering of preferential probabilities corre-

spond with the actual choice indicated by the team in

the survey. In terms of appraisal distributions, Table 6

shows the raw number of positive and negative utter-

ances for each of the three alternatives. Again, the re-

sults on preferential probabilities correspond well with

these, but note that merely using the distribution of

the orientation (positive or negative) of utterances, it

is not possible to analyze the fluctuations in preferences

changing throughout the design session, something that

is immediately obvious by observing the time-variation

of the preferential probabilities.

4.2 Time-Variant Preferential Probability for

Attributes

Section 4.1 described the results of analyzing linguis-

tic appraisals of alternatives uttered by team mem-

bers. However, we recognize that individuals could ex-

press preferences toward attributes rather than toward

an alternative. For example, individuals may express

a preference for lower cost over higher performance.

Given the expression of this preference, rational be-

havior would require the decision maker to select the

alternative having the best quality in relation to the

preferred attribute, for example, the alternative having

the lowest cost. To examine this phenomenon, we con-

ducted the following experiment. In this exercise, three

participants were asked to choose the configuration for a

“high-end” and “low-end” bundle of laptops. Each con-

figuration option is considered an alternative, as shown

in Table 7, and the performance data are attributes, as

shown in Table 8.

Table 7 Design alternatives for laptop configuration

Category Alternative Description

External Shell
d1 Plastic alloy
d2 Magnesium alloy
d3 Titanium alloy

Screen size (inches)

d4 11
d5 13
d6 15
d7 17

Display resolution

d8 800x600
d9 1024x768
d10 1440x900
d11 1600x1200
d12 1400x1050
d13 1900x1200

CPU
d14 i3
d15 i5
d16 i7

Disk drive

d17 240GB
d18 320GB
d19 500GB
d20 720GB
d21 128SSD
d22 256SSD

Memory

d23 2GB
d24 4GB
d25 6GB
d26 8GB

Battery
d27 6Cell
d28 9Cell
d29 12Cell

Graphics board
d30 Graphics3000
d31 FirePro

The configurations needed to satisfy the require-

ments for two different fictitious users. The first fic-
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Table 8 Performance attributes for laptop configuration al-
ternatives

Attribute Description Scale

α1 cost (price) Cost/benefit ratio
α2 performance / speed Any unit of time
α3 display size Diagonal dimension

of display
α4 display quality Display resolution in

pixels
α5 battery life Any unit of time
α6 weight / portability Any unit of weight
α7 durability / strength

/ reliability
Any unit of strength

α8 value Any personal value
such as convenience

α9 disk storage space Gigabytes
α10 memory storage space Megabytes

titious user is a 7th grader is getting ready to start his

last year of middle school and will be expected to bring

a laptop every day and use it throughout the day in

each of his classes. The second is a 30 year old pho-

tojournalist whose job requires that she keeps her lap-

top with her at all times, even while travelling to loca-

tions with limited access to electricity or trekking across

rough terrain. To prevent any anchoring bias, the par-

ticipants were not given any indicative bundle. Instead,

they were provided a chart containing all of the configu-

ration options, and the prices and performance data for

each configuration option. This is a design configuration

problem, with the participants having to configure two

bundles, appraise each of the configuration options and

the configured bundles, and set the importance of each

of the attributes to the target users. The participants

were given 60 minutes to complete the task, which was

video-recorded and transcribed following the same pro-

cedure as the coffee carafe experiment. At the end of

the experiment, the participants were asked to fill out

a form individually in which they noted the individual

options chosen for their final configuration.

Figure 11 shows the evolution of preferential prob-

abilities for the attributes, using utterances from the

transcript that focussed specifically on the attributes

only. This graph describes changes in preferential prob-

ability toward attributes, reflecting statement such as,

“So it looks like the user is going to be having really

toward a low-end computer. His parents do not have

money so low cost.” Clearly, in this utterance, the im-

portance of the cost attribute is discussed in general

terms without reference to any of the alternatives.

Figure 12 shows the evolution of preferential prob-

abilities for the “low-end” bundle for the student. We

do not show the results for the photojournalist as they

are similar. For all 8 categories of options, the attribute
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Fig. 11 Laptop Attributes Preferential Probability Time
Variation. All the preferential probabilities at each individ-
ual time step sum to 1 (see Table 8).

with the highest preferential probability at the end of

the session matched perfectly with the options chosen

by the designers based upon the options reported in the

survey taken at the end of the session. In this plot, the

preferential probabilities at each individual time step

for all 8 figures are normalized with respect to all 31 al-

ternatives, and the initial preferential probability for all

alternatives is initialized at 1/31 (≈ 0.032). A numerical

artefact of this normalization is that preferential proba-

bilities within a category may shift slightly even though

no linguistic data was received for that category at a

given time step. The shift, however, does not change

any relative differences in preferential probability be-

tween options within a category or across categories.

An alternative formulation could have each category

described by its own transition matrix and set of prefer-

ential probabilities. However, such a formulation would

not permit a comparison of the preferential probabil-

ities across categories and relative to the preferential

probabilities for attributes. For instance, since there are

only 3 options for the Battery but 6 options for Disk

drive, the initial preferential probabilities would be 1/3

and 1/6, respectively, and it is likely that the prefer-

ential probability for a Disk drive option would always

be less than the preferential probability for a Battery

option. Yet, as the results show in Figure 12, the pref-

erential probability for the 500GB disk drive is higher

than the preferential probability for the 9 cell battery,

reflecting the cost differential and the importance of the

cost attribute as shown in Figure 11. It costs an addi-

tional $50 for the 500GB disk drive, but an additional

$100 for the 9 cell battery.

We note here that this transcript contained explicit

discussions of preferences toward attributes and alter-

natives, whereas the analysis shown in Figure 12 is

based upon linguistic appraisals toward alternatives only.

One way to incorporate the explicit discussion of pref-
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erence toward attributes into the calculation of the dy-

namically changing preferential probability for alterna-

tives would be to increase the preferential probabil-

ity for an alternative proportional to the (increasing

or decreasing) preferential probability for an attribute,

similar to the calculation performed in concept scoring

when the weights on selection criteria change. However,

this calculation would require prior knowledge about

the quality of an alternative on all attributes. In other

words, we would need to know a priori a rank order-

ing of the alternatives according to an attribute, which

may not always be possible. Second, performing this

calculation would mask potentially inconsistent behav-

ior by the decision makers. We expect that when the

committee expresses a preference toward an attribute,

logically, they should also prefer the alternative that

performs best on that attribute. That is, any attribute

that is considered more important (or less important)

by the committee should be reflected by a correspond-

ing increase (or decrease) in the preferential probabil-

ity for the associated alternatives. For example, in our

analysis, cost and durability emerged as two of the top

attributes, and the analysis showed that the preferen-

tial probability increased for alternatives performing

well on these attributes. Therefore, in the preferential

probability toward alternatives graph of Figure 12, the

preferential probabilities are implicitly affected by at-

tributes that emerged as being more important to the

decision makers. If the situation is the opposite, that is,

the decision makers express a higher preference for an

attribute but then appraise an alternative higher when

it actually performs worse (or worst) on that attribute,

then we would have identified an inconsistency in their

decision making. For these reasons, we do not explicitly

incorporate the changing preferential probability for at-

tributes directly into the calculation of the dynamically

changing preferential probability for alternatives.

Instead, by reading the preferential probability graphs

of the attributes and alternatives together, the influence

of preferential probability for an attribute on the pref-

erential probability for an alternative becomes visible,

permitting a check of consistency or inconsistency in

decision making. As explained previously, when individ-

uals express an increased preferential probability for an

attribute, they should, logically, choose the alternative

having the best quality for this attribute. To demon-

strate the influence, we discuss a part of the transcript.

In the beginning of the design session, the transcript

contains discussions on cost and display size. Figure 11

clearly shows this – in the first part of the preferen-

tial probability for attributes graph, it can be seen that

cost and display size are the two dominant attributes

discussed. Based on this, the first decisions finalized by

the designers are the alternatives for the options for dis-

play resolution and the graphics card. In Figure 12, the

preferential probability for alternatives graphs for dis-

play resolution and graphics card show that as a result

of the increased preferential probability on the cost and

display attributes, the 1024 × 768 resolution and the

Graphics3000 card have clear dominance. As a second

example, the designers had a concentrated discussion

on durability. The point in Figure 11 when the prefer-

ential probability for the durability attribute starts to

rise corresponds to the point in Figure 12 (Pref. Prob.

External Shell) when the preferential probability for the

titanium alternative becomes the most dominant. Later

in the design session, since cost continues to dominate

over all other attributes, with durability remaining the

second most important attribute, but never dominating

cost, the preferential probability for magnesium domi-

nates over titanium, because it is seen to perform better

than titanium on the cost attribute.

5 Discussion and Conclusion

We have presented a method to estimate preferential

probabilities in concept selection from a mutually ex-

clusive set by a committee such as a small design team

or a design review panel. We have shown that preferen-

tial probabilities are not stable during committee dis-

cussions of design alternatives, and the intensity and

uncertainty in the linguistic appraisals changes the rel-

ative ordering of preferential probabilities. While the

case studies were limited to synchronous discussion,

we believe that the reported method can be extended

to asynchronous discussions over a longer time scale
wherein alternative concepts are continually being de-

veloped and refined.

The analysis illustrates the dynamics of preference

change that no other techniques (such as pairwise com-

parisons or analytic hierarchy process) can reveal, be-

cause they only focus on the final decision and not

the conversation and changing attitudes toward alter-

natives as reflected in the conversation. First, referring

to the graphs in Figure 12, it is clear which of the alter-

natives attracted debate and discussion before reaching

a final decision as opposed to which alternatives were

presumably clear from the start of the design session

with no changes in preferential probability occurring

over the entire design session. For example, while there

was significant discussion on the choice of magnesium,

titanium, and plastic as the external shell, there was al-

most no debate on the choice between the Graphics3000

versus the FirePro graphics card. It can be observed

in sub-figures (Pref. Prob. External Shell) and (Pref.

Prob. External Disk Drive) of Figure 12 that some of
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Fig. 12 Laptop Example Preferential Probability Time Variation. We show the preferential probability time-variant dynamics
as 8 different plots to enable clarity of presentation, grouped by category type (see Table 7).
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the alternatives (such as the titanium shell or the 240

GB disk drive) that came out as having the lowest pref-

erential probability actually had, in interim parts of the

session, the highest preferential probability. This has

implications for management and decision making in

complex engineering design. If we knew which compo-

nents of an engineered product attracted more scrutiny

through discussion, then one can devote more formal re-

view resources to those components. Likewise, decision

makers may wish to review those decisions apparently

made “too” quickly to ascertain whether the choices are

defensible.

A second interesting management and decision mak-

ing implication for complex engineering design is that

this analysis can help to uncover potential inconsisten-

cies in decision making. In the experimental result pre-

sented above, we observed that for all 8 options, the

final option with the highest preferential probability

matched perfectly the options reported by the design-

ers. In other words, the designers chose (actual decision

making on alternatives) what they said they would (ex-

pressed preference toward alternatives). These experi-

ments also served as a verification for the method; the

method predicts preferential probabilities that are con-

sistent with what was decided and linguistically stated

in the design sessions. However, for larger, more com-

plex design problems, the method can serve as a tool to

detect inconsistencies in design decision making. Re-

call that the method is based on a linguistic model

for how English speakers express evaluations and that

the numerical data for appraisal values are based on

a broad range of English speakers’ interpretations of

the strength of certain linguistic appraisals. Inconsis-

tencies between the model’s predicted decision and the

committee’s actual decisions is tantamount to inconsis-

tencies between what the committee stated and how an

English speaker would interpret their appraisals in the

absence of any other contextual data. If the engineers’

final preferences (as stated separately) do not match

with the results of the final preferential probabilities,

then it means that the engineers’ expressed preferences

evolving in the design session did not match their final

actual preference. This can help to identify inconsisten-

cies in design decision making, but not the cause of the

inconsistency.

It is important to emphasize that the method pro-

vides a descriptive model of decision-making, not a nor-

mative one. The method neither directs the committee

to make a specific choice nor assists the committee to

make a utility-maximizing decision. We instead took

a pragmatic stance toward methods for concept selec-

tion [25]. Engineers (engineering firms) may either have

their own formal method(s) for concept selection or no

formal method for concept selection other than discus-

sion. If they have a formal method, the linguistic anal-

ysis provides additional support for their decision, as

well as a means to interrogate the equivocality of the

preference. If they have no formal method, then the lin-

guistic analysis lends a degree of analysis to the decision

and preceding discussion on preferences. Regardless of

the situation, the method provides for process tracing

on the dynamics of change in preferences.

We believe that identifying discrepancies between

what a committee decides and what a committee says,

literally, they will choose is the most valuable contri-

bution that this work could make to decision-based de-

sign. This type of description of decision making pro-

vides a quality control tool for decisions [17], especially

when decision makers do not formally model their de-

cisions. In situations wherein decisions are only talked

about but not modelled, perhaps due to the complex-

ity of the decision, there is nonetheless the expectation

that the individuals used disciplined thought to guide

their formation of subjective preferences and that the

committee deliberated vigorously. In such a situation, a

quality control question that could be asked is whether

the decision that was taken is consistent with the degree

of positive appraisal of an alternative (or negative ap-

praisals of the alternatives) and the certainty of those

appraisals. Did the committee choose the alternative

that they were most positive about or did they choose

some other alternative? In other words, this descriptive

model can be compared to the outcome of the decision

process, since the outcome is known with certainty. If

there is a discrepancy between the descriptive model

and the actual outcome, then the committee can be

directed to review the decision. Other possibilities for

quality control exist. The committee might ask if they

were overly optimistic about a particular alternative,

based on the existence of very strong positive appraisals

for a particular alternative. Perhaps there was a “halo

effect” in which once a very strong positive appraisal

for an alternative was given, all other attributes for

that alternative were deemed exemplary even if there is

no correlation between the qualities of those attributes.

The committee might ask how certain they are about

the decision, and match up their level of perceived cer-

tainty with the level of uncertainty as expressed in their

linguistic appraisals and calculated by the probability

distribution of the preferential probabilities. In short,

descriptive models of decision-making based on natural

language provide a tool to inspect decisions and could

form the basis of quality control mechanisms for deci-

sions.
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It is important to note the limitations and assump-

tions associated with this linguistically-based method

for describing decision making:

1. The calculation of preferential probabilities assumes

mutually exclusive alternatives. While it is possible

for a team to have and to state a joint preference (“I

think option A and option B are equally good”) and

for a team to have a joint distribution across two or

more alternatives in separate alternative classes, we

have not yet encountered linguistic evidence of these

possibilities. To handle this situation, we would rec-

ommend treating such an utterance as two separate

time steps. The analyst would add +a to option A

in one time step and then add +a to option B in

the next time step, resulting in their having simi-

lar preferential probabilities. As results in Figure 12

show, our model reveals the situation when alterna-

tives have similar preferential probabilities or when

preferential probabilities for alternatives across two

or more alternative classes have similar preferential

probabilities. In such instances, we might conjec-

ture that these alternatives have an implied joint

distribution, but this distribution is not possible to

calculate from the available linguistic data.

2. The model assumes that when an individual posi-

tively appraises an alternative, then the transition

probability for the appraised alternative increases

by the appraisal value and the transition probabil-

ities for the other alternatives must necessarily de-

crease by a proportional amount (and vice-versa for

a negative appraisal). If individuals actually have

equal preference for alternatives, or a joint distribu-

tion for two more more alternatives, then it should

be the case that they positively appraise the alter-

natives in roughly equal number and strength of

evaluative stance over time. In this case, the model

would show that two or more alternatives have sim-

ilar preferential probabilities over time with the po-

tential that the final set of preferential probabilities

is simply 1
N .

3. The cases presented were analyzed post hoc. The

number of alternatives and attributes were known

in advance and prescribed by the experimental con-

ditions. The method itself does not require this a

priori knowledge, though. The number of rows and

columns in Eq. 5 can be dynamically modified based

on the total number of alternatives N at any given

moment in time. The subsequent normalisation of

the transition probabilities should still enforce the

rule that the final preferential probabilities in Eq. 7

must sum to 1.

4. At the start of the model, the set of preferential

probabilities and transition probabilities is initial-

ized at 1
N in the absence of any prior knowledge.

This is not a requirement of the method. If deci-

sion makers have prior knowledge, the initial values

can be initialized accordingly as long as the values

satisfy the axioms of probability.

This research develops a seed of systematization for

the study of choice and subjective report without the

need for direct elicitation. It also provides a more natu-

ral way to gather information about preferences under

the view that preferences are not ‘fixed’ in the mind

of the decision-maker but are subject to change due

to discussion, negotiation, further knowledge, and in-

teraction with each alternative. The linguistic analysis

of appraisals and their conversion into a preferential

probability provides a complement to formal methods

for concept selection, because this method provides an

objective way to peer into the details of the conversa-

tion that led toward the selection of an alternative. By

doing so, we may be able to move the debate [25] about

methods for concept selection beyond which method

definitively chooses the most socially optimal alterna-

tive toward equally important questions about behavior

and framing effects in effect during the decision making

process, both of which can negatively counteract formal

methods. In our experience consulting with industry,

decisions about alternatives are rarely clear and crisp;

preferences are subject to engineering expertise and in-

tuition. The quality and rigor around the discussion

may be more important in making the right selection

than proper application of the formal method [9].

While this paper makes no claim to the cognition

of decision-making, the possibility of formally describ-

ing decision-making through language could give re-

searchers both in engineering design and in other fields

a new way to understand the cognitive processes behind

decision-making. Linguistic data should not be a com-

plete substitute for preference data particularly when

preference data for design trade-offs can be collected

through techniques such as a lottery method. The nu-

ances of expressing linguistic appraisals in English pro-

vide a window into the dynamics of preference forma-

tion and change in concept selection. While we have lim-

ited our analysis to in-person discussions, this research

sets the foundation for the analysis of other forms of

language-based communication between design teams

as they take decisions. An analysis of these communi-

cation, as we have done for e-mail [35,34], could pro-

vide a systemic view on decision-making in large-scale,

complex projects. Finally, we believe that the method

could apply toward the elicitation of preferences from

customers, who would describe their ‘likes and dislikes’

for each alternative and then choose the most preferred
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alternative, and this would be a fruitful application of

the method.
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