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Brief History of the Debate About Localization of Function in the
Brain. After his auspicious beginning, proposing that the brain
is the seat of the mind and that the mind is composed of distinct
mental faculties, Gall went on to argue that aptitude for a given
faculty could be read from bumps on the skull. He further pro-
posed 27 specific organs of the brain, including those for meta-
physics, pride, the poetic talent, religion, the carnivorous instinct,
and philoprogenitiveness (love of one’s offspring). The new field
of phrenology caught on, making appearances in the works of
Melville and the Brontes (and, much later, Stephen Colbert). A
popular book on phrenology published in 1828, The Constitution
of Man by George Combe, sold over 100,000 copies, more than
any other book in English in its time except the Bible and The
Pilgrim’s Progress (1).
Phrenology was controversial from the start. An early opponent

was the French physiologist Jean Pierre Flourens (1794–1867),
who saw the brain as a largely undifferentiated general-purpose
organ. Among the first to lesion animal brains in the name of
science, Flourens argued that “all sensations, all perceptions, and
all volition occupy concurrently the same seat in [the brain]. The
faculty of sensation, perception, and volition is then essentially
one faculty” (1). Celebrities also joined the fray. Napoleon ob-
jected to Gall’s materialism (2), and the Holy Roman Emperor
Franz II issued a decree banning Gall’s lectures on the grounds
that Gall’s system was discussed with excessive zeal, including by
women, and that his system contradicted “the first principles of
morality and religion” (3). This decree seems to have been the
work of Franz II’s jealous personal physician, and its main effect
was to stoke public interest in Gall’s views (3).
Fighting back, Gall’s student Jean-Baptiste Bouillaud viciously

attacked Flourens, commenting that “[i]f facts were not present in
mass to fight [Flourens’] assertion, a minimal amount of reason-
ing would be enough to refute it” (4). It was Bouillaud who first
made systematic use of evidence from brain-damaged patients,
concluding that “[i]n the brain there are several special organs. . .”
(1), and further concluding that one of these was for speech (2).*
The idea of functional localization entered the academic main-

stream only when the highly respected Paul Broca announced to
theAnthropological Society inParis in 1861 that the left frontal lobe
was the seat of speech. Broca’s evidence came from a patient
nicknamed Tan, because this was the only word he could say after
damage to the inferior part of his left frontal lobe. Crucially, Broca
noted that Tan’s deficit was quite specific to speech; his other in-
tellectual capacities remained intact. Although the debate about
localization of function continued, a consensus emerged in the
early 20th century: at least some basic sensory and motor functions
reside in specialized brain regions.
The debate continued on the two questions of (i) how func-

tionally specialized are regions of the brain and (ii) whether only
basic sensory and motor functions are carried out in functionally
specialized regions, or whether the same might be true even for
higher-level cognitive functions.

Do Category-Selective Regions Contribute only to the Perception of
Their Preferred Stimuli? The argument in the text that the fusiform
face area (FFA), parahippocampal place area (PPA), and ex-

trastriate body area (EBA) are functionally specific rested heaviy
on the observation that each of these areas responds much more
strongly to stimuli of its preferred class than to other stimuli.
Each of these regions, however, does respond significantly (albeit
weakly) to objects that are not in the preferred category (aka
nonpreferred objects) (5). Further, in an important challenge to
the claimed specificity of these regions, Haxby et al. (6) reported
that the spatial pattern of response across the FFA contains
information about nonfaces, that the pattern of response with-
in the PPA contains information about nonscenes (3), and
hence, that “[r]egions such as the ‘PPA’ and ‘FFA’ are not de-
dicated to representing only spatial arrangements or human
faces, but, rather, are part of a more extended representation
for all objects” (6).
Three important questionsmust be addressed here. First, do the

FFA and PPA in fact contain information about nonpreferred
stimuli? Second, even if these regions do contain some information
about nonpreferred stimuli, is this information present under
natural viewing conditions? And third, even if information about
nonpreferred stimuli is present, including under natural viewing
conditions, is it used in perception, or merely epiphenomenal? I
address each question in turn.
To answer the first question, we can test for the presence of

information in a given brain region (say, the FFA) by asking
whether the spatial pattern of response across that region to one
nonface object category is more similar and replicable across re-
peated measures (i.e., correlated) than that pattern produced by
another object category.† Fancier machine-learning methods ask
the same question by testing whether a variety of classifiers (for
example, linear-support vector machines) can discriminate the
categories on the basis of the pattern of response in the region
under consideration. Although these methods at first produced
inconsistent results (6–8), later studies have shown that a small
but significant amount of information about nonpreferred stim-
uli indeed exists in the pattern of response within the FFA and
within the PPA (9, 10).
An important caveat should be mentioned about the relation

between the information detectable in patterns of fMRI response
versus the information present in the actual neural code. On the
one hand, fMRI can overestimate the role of category-selective
regions in the representation of nonpreferred stimuli, because
limits in the spatial resolution of fMRI virtually guarantee some
blurring of the response of a target region with the response of
its cortical neighbors. Consistent with this intuition, individual
neurons in face-selective patches in monkeys (recorded ele-
trophysiologically) show greater face selectivity than the same
patches show with fMRI (11). On the other hand, any infor-
mation we can see in the fMRI patterns is likely to be a small
subset of the actual information present at the much finer grain
of populations of spiking neurons. Thus, fMRI in some ways
overestimates and in other ways probably underestimates the
information present about nonpreferred stimuli. Still, current
physiological evidence (11) is consistent with the evidence from

*Bouillaud was apparently the first to articulate the logic of the double dissociation—that
two mental skills are embodied in separate brain areas if each can be disrupted in iso-
lation from the other (4). Even today, this method remains one of the most powerful
sources of information on the functional organization of the human brain.

†This claim can be visualized by first realizing that each region is a piece of the 2D cortical
surface and then imagining the spatial pattern of response across that region as a hilly
landscape in which altitude corresponds to response magnitude. The claim then that the
FFA contains information about nonfaces amounts to saying that the shape of the
landscape of response in the FFA is reliably different when people look at (say) cars
versus when they look at (say) shoes, even if the mean altitude across the whole region
is the same for cars and shoes.
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fMRI that selective regions carry a small but significant amount
of information about nonpreferred stimuli.
Second, analyses of the spatial pattern of the fMRI response

within the ventral visual pathway have been based on the fMRI
responses elicited by single cut-out objects on a blank background,
presented at the fovea. Of course, real-world visual stimuli are
not this simple: a typical visual scene contains multiple objects and
complex background textures (what vision scientists call “clutter”).
So, even if a small amount of information is available about
nonpreferred objects in category-selective regions of cortex, is
that information still present when subjects view cluttered dis-
plays more typical of real-world vision? Leila Reddy and I tested
a simple version of this question, with two objects present si-
multaneously in the visual field (both on blank backgrounds). We
found that when single cut-out stimuli were shown one at a time,
the pattern of response in the FFA contained considerable in-
formation about faces and significant although weaker informa-
tion about nonfaces. Similarly, the pattern of response in the PPA
contained robust information about houses (which activate the
PPA strongly, although not as strongly as a full scene) and sig-
nificant but weak information about nonplaces. Crucially, how-
ever, when two objects were present at one time, information
about preferred stimuli was virtually undiminished from the
single-object case, but information about nonpreferred stimuli
dropped to insignificance (9). This study and later related
studies (12) suggest that category-selective regions may have
little or no information about nonpreferred stimuli under more
natural (i.e., cluttered) viewing conditions.
Still, given that fMRI is bound to underestimate the information

present in the full neural population code, it is possible that future
physiological studies will reveal some information about non-
preferred stimuli in the FFA, the PPA, and similarly selective
regions, even for the complex stimuli typical of real-world viewing.
The real question is whether such information is used in the per-
ception of those stimuli, or whether it is epiphenomenal (13).
Some relevant evidence is available for the case of the FFA from
the study of individuals with focal brain damage. Some of these
individuals exhibit deficits only in face perception (i.e., proso-
pagnosia), with little or no deficit in object recognition, after
damage to regions in or near the FFA, suggesting that even if
the FFA contains information about nonfaces, this information
is not necessary for object perception. Although no published case
of acquired prosopagnosia has completely ruled out the existence
of any other deficits beyond face perception (14) using the most
sensitive tests of object perception (including reaction time meas-
ures) (15), some cases come close (16–19). Note that the rarity of
completely clean cases of prosopagnosia without any other defi-
cits is not in itself evidence against the existence of face-specific
brain regions, because even if such regions exist, the probability of
damaging all and only this region (e.g., in a stroke) is very low.
Because the locus and extent of lesions in humans is not under

our control, an importantly complementary method for testing
the functional specificity and causal role of cortical regions in
perception is transcranial magnetic stimulation (TMS). In TMS,
a brief magnetic pulse is delivered to the scalp through a coil
held next to the scalp, disrupting neural processing in the cortical
region immediately beneath the coil. We can now precisely po-
sition the TMS coil to directly target specific cortical regions de-
fined functionally within individual subjects. Although the FFA
and PPA are too medial to be reached by TMS, the more lateral
face-selective occipital face area (OFA) can be.Using thismethod,
Pitcher et al. (20) showed that TMS to the EBA disrupted per-
ception of bodies (21) but not faces or objects, whereas TMS to
the OFA disrupted perception of faces but not objects or bodies.
This double dissociation suggests that category-selective regions
play a causal role in the perception of their preferred stimulus
class but not their nonpreferred stimulus class. Thus, even if the
pattern of response across these regions contains some infor-

mation about nonpreferred stimulus categories, the available
evidence suggests that such information plays no detectable
causal role in perception.
In sum, current evidence suggests that category-selective regions

sometimes contain weak but significant information about non-
preferred stimuli, which may be underestimated by fMRI. None-
theless, results from neuropsychology and TMS are consistent
with the hypothesis that any information about nonpreferred stim-
uli in category-selective regions is epiphenomenal (i.e., not caus-
ally involved in perception of those stimuli). It will be important
in the future to test this hypothesis further with new data from
patients, TMS, and other disruption methods, such as electrical
microstimulation in macaque monkeys and humans (22–24).

Why Have Selective Regions in the First Place? Why do some cog-
nitive functions get their own private piece of real estate in the
brain, whereas others apparently do not? In thinking about this
question, we first need to consider what computational advan-
tages are afforded by functional specialization in the first place.
To be detected by fMRI, functional specializations must have two
relevant properties: (i) selectivity of the response of neurons to
the relevant information (e.g., face selectivity) and (ii) spatial
clustering of selective neurons. These phenomena are related
but distinct (25) and will be discussed in turn.
Selectivity/sparseness. The advantages of selectivity, or sparseness, in
neural coding have been widely noted (26–28). If a given object is
coded by the activity of a small subset of the available neurons, then
interference isminimized in two important senses. First, it is possible
to represent multiple objects simultaneously with minimal ambigu-
ity, because the neural codes for different objects are unlikely to
overlap. Thus, we can perceive a face and place simultaneously
without the two representations colliding (9). From this perspective,
we might expect to find selectivity in neuronal responses when
those neurons code for information that we must be able to see
despite the simultaneous presence of other visual information. For
example, if it is particularly important to be able to detect the
presence and identity of another person, without crosstalk from
other simultaneously available visual information, it would make
sense to allocate special neurons to this job and to make sure the
response of those neurons cannot be affected by other stimuli. This
possible computational advantage of selectivity is reminiscent of the
rationale for the red telephone that was set up between the White
House and the Kremlin in the aftermath of the Cuban missile crisis
to provide a direct line of communication that was always availa-
ble and could not be disrupted by transmission of other less impor-
tant information (4).‡ Perhaps this is one reason we have neural
populations selectively responsive to faces, places, and bodies: to
provide private lines of communication about particularly impor-
tant classes of stimuli that are protected from crosstalk of other ir-
relevant information.
Second, the use of sparse codes can reduce another form of

interference, that caused by learning: we can learn information
about one class of objects without altering stored information
about another class of objects. With one neural population to
represent faces and an overlapping neural population to repre-
sent the spatial layout of places, we can learn new faces with-
out disrupting our memories of places and vice versa. From this
perspective, we may expect to find relatively sparse codes for
classes of information characterized by continual lifelong learning
(like faces and places).

‡During the crisis, it took 12 h to receive and decode Nikita Khruschev’s 3,000 word initial
settlement message—a dangerously long time at such an unstable moment. As noted by
Graeme Donald, “at the peak of the crisis the Russian ambassador, Anatoly Dobrynin,
was reduced to sending out a man on a bicycle in the middle of the night to collect
American replies and then cycle to the nearest Western Union office to relay them to his
leader in Moscow. Both sides realized that direct contact was a necessity” (29).
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Third, building specialized brain regions, and precise connec-
tivity linking them to other brain regions, could bootstrap de-
velopment by essentially hardwiring constraints on inductive
inference. For example, if information in faces provides the key
input required for learning about other people’s minds, then
perhaps the most efficient way to construct the machinery for
thinking about other minds is to hardwire a face area and connect
it to another available region, which will then have the constrained
input it needs to construct the circuits necessary for social cogni-
tion. Evidence against this particular hypothesis comes from the
recent finding that congenitally blind individuals show the same
location and pattern of activation as sighted subjects when
thinking about other people’s thoughts, although input from the
FFA is likely very different or nonexistent in these people (30).
Nevertheless, the general idea that specialized brain regions and
their connections may serve as constraints on development is
worth considering in other cases.
A fourth possible advantage of relatively sparse codes is met-

abolic rather than computational: less energy is required if fewer
neurons are firing. From this perspective, the greatest lifelong
energy savings would come about if sparse codes were available
for classes of stimuli that occur most frequently (26). Thus, even
from this metabolic perspective, it makes sense to use relatively
sparse codes for faces, places, bodies, and words, because they
are among the most frequently encountered visual stimuli.
In sum, sparse codes, in which information is coded by a rela-

tively small percentage of the available neurons, each with rela-
tively high selectivity, have certain advantages. At the same time,
sparse codes have well-known disadvantages, such as greater sus-
ceptibility to damage (because of the smaller number of neu-
rons involved in any given representation) and a smaller number
of possible patterns that can be held (one at a time) by a fixed
number of neurons. The speculation here is that these dis-
advantages are outweighed by the particular advantages in the
coding of biologically important stimuli like faces, places, and
bodies: (i) reduction of interference or crosstalk when multiple
stimuli must be represented simultaneously, (ii) the ability to
learn new information about one stimulus class without dis-
rupting stored information about another class, and (iii) the
potential energy efficiency of coding the most frequently en-
countered stimuli through the activity of the smallest number
of neurons.
Spatial clustering. The second property implied by functionally se-
lective regions detected by fMRI, after selectivity of neurons, is
spatial clustering of those neurons. Spatial clustering of functional
properties is a familiar phenomenon in the brain, found not only in
retinotopic, somatotopic, tonotopic, and other topic maps that
follow the organization of the receptor surface, but also in the
organization of functional information that is computed de novo,
like orientation columns in primary visual cortex and chromotopic
maps in posterior inferotemporal cortex (31, 32). Spatial organi-
zation is such a pervasive and familiar property of the cortex that
we can easily forget to ask ourselves why it occurs. Thismystery has
been articulated most clearly as follows: “[i]magine taking a cor-
tical area containing a map and scrambling neurons in that area,
while preserving all the connections betweenneurons. Because the
circuit remains unchanged, the functional properties of the neu-
rons remain intact. Then the scrambled region without a map is
functionally identical to the original onewith themap.” (33)Given
that the identical circuit can be constructed in a spatially clustered
or spatially scrambled version, why does spatial clustering occur?
This question is sharpened by two facts: (i) the strong spatial

clustering seen in some systems, such as orientation-selective cells
in cat visual cortex, is not found in other very similar systems, such
as orientation-selective cells in rodent visual cortex (34), and (ii)
in the rodent olfactory processing pathway, the precise spatial
clustering (and odorant specificity) constructed in the olfactory

bulb, is thrown away in the next stage of processing, the piriform
cortex (35).
Chlovskii and Koulakov (33) argue that the need to minimize

wiring length (for developmental, metabolic, and conduction de-
lay reasons) must be a fundamental constraint in the nervous
system that produces spatial clustering of neurons that are densely
connected to each other. To the extent that this wiring-length
minimization principle is an important determinant of cortical
organization, it suggests that wemay find functional specialization
in focal cortical regions for functions that are implemented in
circuits for which the neurons are densely connected to each
other. A testable prediction of this idea is that neurons within face-
selective patches of monkey cortex must be richly interconnected,
either directly or through webs of inhibitory interneurons found in
those same regions. A further prediction of the axon-length min-
imization principle is that to the extent that readout of a neural
code (by the next stage of processing) requires convergence of
multiple inputs on a particular neuron, it may be easier to read out
a population code represented in a focal region of cortex where
those inputs can all conveniently converge on a common output
neuron. In a different vein, the functional significance of spatial
clustering in the cortex may derive from the requirement to se-
lectively modulate a given functional circuit by way of nonsynaptic
diffusible messenger molecules that can spread a few millimeters
through the cortex (33).
Functionally specific cortical regions for computationally different
problems? None of the computational or biological advantages
of neural selectivity and spatial clustering just discussed implies
any fundamental difference in the way one object category, coded
in a functionally specific cortical region, is represented compared
with another. Rather, clustered selectivity is seen as a generally
advantageous way of coding any perceptual information. Thus,
the observed clustered selectivity for faces, places, bodies, and
words need not imply qualitative differences in the computations
and representations entailed in the perception of one of these
categories versus another. Instead, we might have functional
selectivity of the relevant neuronal responses for each category,
without any fundamental differences in the kinds of computa-
tions conducted for each, just as we see in retinotopic cortex,
where completely nonoverlapping pools of neurons code for vi-
sual information in one visual field location versus another, but
fundamentally similar computations are conducted by each.
Continuing this line of thinking, the face, place, and body areas
could be seen as subregions of a very large cortical map of all of
object space that subsumes all of these regions (5, 36), just as
subregions of V1 are parts of a broader representation of reti-
notopic space. On this view, the deepest question would be not
how each of these regions differ from each other computationally,
but rather what the dimensions are of that broader space, and
hence, why each region lands where it does in that space (36).
Although the mere existence of functional specificity in the

cortex for faces, places, bodies, and words does not in itself im-
ply qualitative differences in the processes conducted on each
of these different stimulus classes, neither do such arguments
for specificity (or their refutations) preclude deeper differences
in the computations performed on these stimulus classes. Indeed,
especially for the case of faces and places, both theoretical con-
siderations and extensive empirical evidence suggest that differ-
ent kinds of representations are extracted from these stimulus
classes and different uses are made of the resulting information
(37–39). A crucial question for the enterprise of using func-
tional specificity of the brain to infer fundamental components
of the mind will, therefore, be: which cortical selectivities re-
flect fundamentally different underlying cognitive processes and
which simply reflect convenient compartmentalization of simi-
lar processes?
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Fig. S1. The top 10 response profiles extracted from a hypothesis-neutral clustering algorithm, which makes no assumptions about the form of selectivity or
spatial clustering of similar voxels, yet which reveals selectivity for bodies (lanes 1 and 2), faces (lane 3), and scenes (lane 5) (1).
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Fig. S2. fMRI response (in percent signal increase from fixation) in a region independent localized in the left fusiform gyrus as more responsive to words than
line drawings of objects. Crucially, the response to Hebrew words is low in nonreaders of Hebrew (A) but high in readers of Hebrew (B) (1).
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