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The morphology of interfaces is known to play fundamental role on the efficiency of energy—related applications, such
light harvesting or ion intercalation. Altering the morphology on demand, however, is a very difficult task. Here, we
show ways the morphology of interfaces can be tuned by driven electron transfer reactions. By using non-equilibrium
thermodynamic stability theory, we uncover the operating conditions that alter the interfacial morphology. We apply
the theory to ion intercalation and surface growth where electrochemical reactions are described using Butler-Volmer
or coupled ion-electron transfer kinetics. The latter connects microscopic/quantum mechanical concepts with the mor-
phology of electrochemical interfaces. Finally, we construct non-equilibrium phase diagrams in terms of the applied
driving force (current/voltage) and discuss the importance of engineering the density of states of the electron donor in
applications related to energy harvesting and storage, electrocatalysis and photocatalysis.

I. INTRODUCTION

Pattern-forming electrochemical reactions at electrode in-
terfaces'> play a central role in many technologically rel-
evant processes, such as electrodeposition3‘6, metal bat-
tery cycling’=, corrosion and de-alloying'®!2, ion interca-
lation'3-16, electrochemical ion pumping!’~!°, and resistive
switching?®22. The efficiency of each process is highly de-
pendent on several factors, one of which is the morphology
of the electrochemical interface. However, the structure of
the interface varies throughout the process, and this change
depends on the operational conditions, as well as on the inter-
action of the interface with its environment.

Very recently, it has been shown that the thermodynamic
stability of a driven, open system is controlled by non-
equilibrium phenomena, and in particular by driven reac-
tions?>. For example, a thermodynamically stable reactive in-
terface can become unstable, and consequently separate into
multiple phases that lead to spatial inhomogeneities>*?>. The
change in the stability of a driven reactive system is directly
related to the solo-autocatalytic/inhibitory nature of the reac-
tion.

When electrochemical reactions are involved in engineer-
ing applications, it is common practice to use the phenomeno-
logical Butler-Volmer (BV) model?®27, However, when at
least one electron transfer (ET) step is involved BV is not
sufficient on capturing the essential physics of the reaction
mechanism?®. A more detailed description is provided by ET
theories, which have initially been offered by Marcus?%-** and
followed by others®!=3*. ET theories connect the reaction ki-
netics with microscopic/quantum mechanical material prop-
erties, e.g density of states of electron donor, which explicitly
enter in the mathematical framework of the model. Therefore,
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for ET based reactions we are able to have a better understand-
ing of the microscopic physics of the process, and thus realize
its limitations.

The main goal of this study is to explore the stability of
evolving electrochemical interfaces that are driven by elec-
trochemical reactions. The interfaces are open-driven sys-
tems, therefore we follow the analysis of>> for different driv-
ing forces. Moreover, we are interested in understanding the
impact of different electrochemical reaction models on the in-
terfacial morphology. To do so, we focus on two different but
fundamental processes, where the morphology of the inter-
face is known to significantly affect the efficiency of practical
applications. The first is ion intercalation, fig. 1(a), which
is important in several technologies, viz. Li-ion batteries!?,
electrochromic windows>>3®, neuromorphic computing de-
vices?237, We are also interested in film electrodeposition,
fig. 1(b), which is used for the growth of catalyst nanoparti-
cles®®3° quantum dot formation*’, thin-film semiconductor
manufacturing*'*2, formation of light-absorbing surfaces*?,
and lithium-oxygen batteries, *~#%. We focus on the poorly
understood role of rate-limiting interfacial transport and reac-
tions, and neglect situations of bulk-transport-limited interfa-
cial pattern formation®, whose stability can be controlled in
other ways®747.

In the aforementioned cases, the interface is exposed to the
environment where solvated ions are residing there, fig. 1. The
ions are inserted in the system by electrochemically reducing
the interface, while the electrons which participate in the reac-
tion come from the environment. The energy level of the elec-
trons depend on the electronic structure of the electron donor,
information that is included in its density of states. Through
the examination of different ET theories, we want to stress the
impact of the electron donor on the interfacial stability, and
how by engineer the density of states we are able to tune the
topology of electrochemical interfaces.
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Figure 1. Two examples showing the evolution of electrochemical interfaces driven by chemical reactions. (a) The first example corresponds
to ion intercalation, where ions and electrons are inserted in concerted way at a free spot on the solid interface (blue cells). Because of the
attractive interactions of the ion-e~ pairs with each other, the interface species might undergo a phase separation!®*® (b) The second example
is related to film growth, where again, ions are ‘adsorbed’ at a reduced spot on the existing substrate of height s. Curvature effects*® lead to
inhomogeneous film growth, which finally leads to island formation during electrodeposition**.

Il. THEORY

In the present work, we analyze the evolution of interfa-
cial morphology controlled by electrochemical reactions, de-
scribed by the phenomenological Butler-Volmer equation®’,
electron-transfer (ET) theories23, or coupled ion-electron
transfer (CIET) theoryso. Herein, we briefly describe the main
idea behind the general reaction rate theory, explain the dif-
ferences between different Faradaic reaction rate models, and
demonstrate under which conditions they apply based on the
application of interest. Additionally, we want to control the
morphology of interfaces where Faradaic reactions take place.
To do so, we follow the general analysis from Ref.?* and make
use of non-equilibrium thermodynamic stability criteria for
constructing phase diagrams in terms of the operational con-
ditions for ion intercalation*® and thin film growth**.

A. Reaction Kinetics

For the simple reduction reaction of cations O
O"+e SR

one expresses the net reaction rate R; as the difference be-
tween the forward R_, and the backward R, elementary rates.
These are described by the general theory of non-equilibrium
thermodynamics,”' =3, which is based on Transition State
(TS) theory>*. The energy of the participating species i as
well as the TS energy are described by their chemical poten-
tial ;.

Generally, when electrochemical reactions (Faradaic or not)
are considered it is common practice to apply Butler-Volmer
kinetics?%2733¢ to describe the current I as a function of the
thermodynamic driving force, e.g. overpotential 17. As has
been shown in°>33, the model is rigorously derived by assum-
ing the TS barrier u; to be the weighted average of the re-
actant and product standard electrochemical potentials, where
the weights are directly related to the charge transfer coeffi-
cient a. However, the BV model is purely phenomenologi-
cal and thus its parameters are not directly related to material

properties®®.

Fig. 2(a) shows the reaction energy landscape for BV kinet-
ics in terms of an arbitrary reaction coordinate, e.g. distance
of reacting species from electrode surface. In all cases, xp
and xg denote the equilibrium coordinates of the reactant and
product states, respectively, while x; corresponds to the TS
point. At equilibrium, thermal fluctuations need to provide
sufficient energy to the reactants for transforming them into
products. By applying a small driving force 77 in the sys-
tem (red curve), both the energy of the reactants and that of
the TS point increase, but overall the absolute difference be-
tween those two decreases. Therefore, the external bias favors
the reduction reaction. If larger overpotential is applied, i.e.
12, the energy state of the reactants overcomes the TS barrier,
leading to an effectively barrier-less reaction (orange curve).
That said, in the BV picture there is a critical value of the
applied driving force above which the resulting net reaction
rate R; (or current I = eR;) increases indefinitely. However,
for several bulk or Faradaic reactions this trend does not ap-
ply. The current is either known to reach a limiting value with
increasing 1 or to show a non-monotonic behavior, where at
first the current increases and after a critical 1) it decreases.
The region after which / decreases with increasing 1) is called
the Marcus inverted region and is associated with the electron
transfer event?8:30:37-8

Electron transfer reactions are described by the theory in-
troduced by Marcus, and further developed by Hush, Dogo-
nadze, Kuznetsov, Levich and others?$:31:32:57-61 " The main
mechanism of ET involves the interactions of the electron
e~ participating in the reaction with the environment of the
molecule/atom (solvent molecules or crystal atoms) that is
reduced/oxidized. Fig. 2(b) demonstrates the excess energy
landscape for an ET reaction as a function of the reaction co-
ordinate. Under this picture, the electrons are considered to
be ‘localized’ either in the reactant or product state (two-state
system), while the environment undergoes thermal fluctua-
tions. The parabolas shown represent the degree of polariza-
tion of the solvent environment. A mechanistic picture of an
ET reaction is the following. Consider the equilibrium case
(blue curve) for x = xp, where the reactants (dark blue par-
ticle) have a solvation shell of a particular structure (orange
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square). Thermal fluctuations may provide enough energy to
the environment helping the reactants to reach x = x;. There,
the solvation shell has a structure which combines that of the
reactants and the products one (orange square and bluish cir-
cle). Once this happens, the electron reduces the reactants
species and the ET event is successful. The same mechanism
is true for the reverse reaction (oxidization). The ET con-
cept is very similar to polaron hopping, which was introduced
by Landau®?, and further developed by Pekar, Frohlich, Hol-
stein®-%7 at around the same time as Marcus published his
first paper on bulk ET.

A fundamental concept of ET theories is the reorganization
energy A283338  Its physical interpretation is understood via
the following example. Consider the products excess energy
landscape at equilibrium x = xz where the products (green cir-
cle) have a specific solvation shell structure (bluish green).
The reorganization energy is defined as the energy required to
transform the solvation shell of the products to that of the re-
actants without an electron transfer to take place (green circle
with orange square). The same definition is given from the
reactants perspective, where a different value for A may be
defined. In the present work, we are going to limit ourselves
to the same reorganization energy for both reactants and prod-
ucts.

As discussed earlier, the magnitude of the applied bias n
affects the behavior of the resulting current /. For low overpo-
tential (red curve), the energy of the reactants increases lead-
ing to a decrease in the TS barrier, fig. 2(b). As in BV model,
there is a critical 1 (orange curve) where the TS barrier be-
comes zero and the reaction becomes barrier-less. However,
further increase in the applied bias (green curve) does not lead
to zero activation energy, rather it starts increasing it again
(Ap® = pg* — pg' > 0). This phenomenon leads to the cele-
brated Marcus inverted region where / decreases with increas-
ing 7.

In bulk ET theory, the electron participating in the reaction
has a single energy level €. In most electrochemical systems,
though, a reaction occurs nearby an electrode which supplies
electrons that occupies a spectrum of energy levels (Faradaic
reaction). Therefore, the density of states (DOS) of the elec-
tron donor plays a crucial role in defining the dynamics of
electron transfer, as well as the final structure of the interface
on which the Faradaic reaction takes place. To determine the
overall reaction rate, one has to integrate over all the available
energy electron levels, resulting in8-%-68

R = [ p(e) (R-.(e) ~ Ro(e))de (1)

Herein, we are interested on how different DOS models
affect the stability of electrochemical interfaces. In particu-
lar, we focus on the differences between a localized electron
state and that of a delocalized one. In the former case, the
DOS is p(e) = 6(e — &), which leads to the so-called Mar-
cus model, while in the second one, the DOS of a metallic
donor is considered. To a good approximation, the metallic
DOS is described by p(€) = 1 recovering the Marcus-Hush-
Chidsey (MHC) model?3. In this case, when the driving force
(overpotential) becomes larger than the reorganization energy

A, the celebrated ‘inverted-region’ is lost because electrons
from multiple energy states contribute to the total reaction
rate, leading to what is known as reaction-limited current3-9.
Of course, different electron donor DOS can be used, e.g. for
semi-conductors, semi-metals, etc.%, though the final conclu-
sion on the stability of electrochemical interfaces does not
change.

Fig. 2(d) illustrates the Tafel plot for the three models con-
sidered, namely the BV, Marcus, and MHC constitutive re-
lations. For BV, it is well-known that I increases indefi-
nitely with increasing 1. For the other two cases, though,
when 17 > A the current either reaches its maximum value and
then decreases (Marcus model) or it attains a limiting value
I(Nn — o0) == Ly, (MHC model).

Up to this point, we described extensively the physics of
different Faradaic reaction models which contain only one
electron transfer as the rate limiting step. Although we have
not discussed about the formulation of coupled ion-electron
transfer (CIET) kinetics, the main idea is similar to the clas-
sical ET picture. CIET is based on the concerted transfer of
both an ion and an electron, where the ion transfer is being
described by classical transition state theory while that of the
electron is based on Marcus kinetics. More details about the
mathematical derivation of the model is found in>°, where the
theory is shown to describe quantitatively the insertion of Li
ions in FePOy4 (FP)!6-70,

B. Electrochemical Stability

n Very recently, it was shown that this is not always the
case??, and the thermodynamic stability of a solution is con-
trolled by using non-equilibrium driving forces. When the
reaction rate depends on the concentration of the participat-
ing species, in addition to their chemical potentials, solo-
autocatalytic/inhibitory effects participate on determining the
homogeneity of the solution. Therefore, when a chemical re-
action is auto-inhibited, that means with increasing products
concentration the reaction rate decreases, there is a critical
value in the driving force after which the system becomes
thermodynamically stable. A characteristic example of such
behavior is the lithiation of Li,FePO,!62248.70-74 in which
the net reaction rate is a decreasing function of the concen-
tration!6-9,

1. Basic Formalism of linear stability

Herein, our main focus is to analyze the simple reaction
described in Sec.II A. Also, we consider the reactants to be
drained from a reservoir, while the system contains only the
products. The reaction is driven either under constant rate R;
or under constant reservoir chemical potential L. In electro-
chemical systems these conditions are translated into constant
current / and constant electrode voltage V, respectively.

We are interested in understanding the linear stability of the
order parameter ¢, which can represent either the local species
concentration or the height of a domain. The general evolution
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Figure 2. Excess energy landscape of reactant (O)- product (R)
species as a function of the reaction coordinate for (a) Butler-Volmer
kinetics (b) electron transfer. The reaction coordinate points x = xp
and x = xg correspond to the equilibrium points of the reactants (ox-
idized) and products (reduced) species, respectively. In both models
the transition state barrier is located at x = x;. (c) Examples of the
electron donor density of states considered in this work. (d) Current
I vs. applied overpotential 11 for Butler-Volmer kinetics (red dot-
ted curve), Marcus kinetics (blue curve), and Marcus-Hush-Chidsey
model (orange dashed curve).

equation for ¢ under reaction-limited growth is>>

dc
or
where R is the reaction rate. In general, R is expressed as a
function of ¢, its chemical potential u, and in open systems
the reservoir chemical potential ;.
For phase separating systems, the following form of the free
energy G is assumed

R @

Gle,Ve] = /V <gh () + ;K‘|Vc|2> av 3)

where gj,(c) is the homogeneous energy and k is the penalty

gradient term, which is related to the energy required to form

an interface in the bulk solution”’®. Hence, the chemical
potential u is defined as the variational derivative of G

0G _ dg, 2

= —=—="—-kV 4

H="5¢ dc @)

In this work, we examine the stability of an initially ho-

mogeneous solution with mean order parameter ¢. Under in-

finitesimal perturbations, the concentration profile is of the

form

c(x,1) = ¢4 g% kX

where o corresponds to the growth rate of the perturbation
and K to its corresponding wave vector. Substituting c¢(X,) in
eq. 2 and keeping the first order terms in € only, the following
equation for the growth rate results

JdR OJR U
==—+—— 5
= % + au ¢ )
and substituting %’j = % + Kk? one arrives at>
IR (dmw, .\ IR

Following the analysis in>® for the wavelength k that max-
imized the growth rate ¢, the stability window is determined
by solving the following equation for the critical operation
conditions
_/ ~~\ ol dldn -,
G ,I.,V.):— LR _F 6

(e ¢ T 9% ac ©)

where (TC,VC) correspond to the critical value of the external

bias, and 7 is the characteristic time required to complete the
process, e.g. the time required to fully intercalate the system™*®
or the time to deposit an atomic layer**. All quantities with
~ are dimensionless. Also, ¢ is known as the dispersion rela-
tion?3. The detailed derivation of eq. 6 when solid diffusion is
considered is given in the Appendix.

According to classical linear stability theory, when G > 0
the process is unstable and it diverges from its base state,
while for 6 < 0 all the applied perturbations decay in time
and stability is preserved. In the context of ion intercalation,
instability means the separation of the ionic solution in two
regions, one ‘rich’ and one ‘poor’ in ions. For film growth,
though, ¢ > 0 translates either into the film growth with in-
creased surface roughness’’ or the formation of localized is-
lands** in the nanoscale*’. Eq. 6 shows that different reac-
tion rate mechanisms will result in different stability behav-
ior. Therefore, by understanding how the microscopic physics
and the material properties alter the phase diagram, we will
be able to operate the process of interest under optimal con-
ditions. Additionally, the theory can be used to provide en-
gineering guidelines on the materials selection and device de-
sign to achieve the desired results.

C. Thermodynamics and Reaction Models for lon
intercalation and Film Growth

1. lon Intercalation

In the case of ion intercalation*®, it is common practice to
use the regular solution model to describe phase-separating
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materials. The form of the homogeneous free energy g;(c)
reads

gn(c) =Qc(1—c)+kgT (clnc+ (1 —c)In(1—¢)) (A.11)

where Q is the species attraction energy, c is the concentra-
tion of the inserted species and 1 — ¢ is the concentration of
the vacancies. This model corresponds to a lattice gas. The

J

(240

where n(€) is the Fermi-Dirac distribution and ny = u —
Wres — Inc/(1 — ¢).  Unless otherwise specified, we set
A/kgT = 8.378.

2. Film Growth

For the film growth, we adopt a thermodynamics model that
is commonly used in epitaxial growth, and has been shown to
describe qualitatively the formation of Li, O, in Li-air batter-

J

R:/_o:op(e)ko (n(s)eW

where 7 (&) is the Fermi-Dirac distribution and ny = u(h) —
‘LLFES'

Ill. RESULTS

Our main scope is to show the differences on the predicted
stability diagrams for different electrochemical reaction mod-
els, e.g. the phenomenological BV kinetics and the electron
transfer theories. The comparison is performed in terms of ion
intercalation and thin film growth.

Fig. 3 illustrates the non-equilibrium phase diagrams in
terms of the dimensionless imposed current, and the state
of the system (ion concentration c¢ in ion intercalation, film
height % in film growth). At first sight, the differences in
the predictions between BV and the ET models are apparent.
Not only they differ quantitatively, but the regions which are
linearly unstable (light red color) have qualitatively different
bounds.

This behavior is explained in physical grounds by examin-
ing the predictions for each process separately. Irrespective
of the reaction mechanism ion intercalation is known to be
a solo-autoinhibitory process, dI/dc < 0 162348~ Therefore,

only free parameter in eq. A.11 is Q/kpT which, in this study,
we set Q/kgT = 4.0 corresponding to LiFePOy at room tem-
perature*®,

Here, three different reaction models are considered. These
are the coupled ion-electron transfer for a metallic and a local-
ized density of states and the Butler-Volmer model. The gen-
eral reaction rate for the case of coupled ion-electron transfer

is

R:/;p(e)ko (n(s)(l—c)eMg)—(l—n(e))ceW>d8 %)

(
ies**. The model for the homogeneous Gibbs free energy is

2 ' -

where £ is the height of the film. The physical meaning of
the parameters Ep, E1, E> and 3, as well as their values, are
described in**. For film growth, the ET-based reaction model
expression is

_(1_n(e))eW> de ©)

a different mechanism is required to affect the second term
in eq. 6 which couples the thermodynamic stability via d
with the changes of I as a function of (. For BV kinetics,
it is easily shown that d1/9fi = —dI._ /dfi ~ —e". On the
other hand, for Marcus/MHC models the sign of 1 /3 is not
definite, and it changes with different values of the thermody-
namics driving force 1 = V+ . Therefore, the exact reac-
tion mechanism, and thus its mathematical form, is crucial to
understanding the thermodynamic stability of a far-from equi-
librium system. Having this in mind, it is not surprising why
different phase diagrams for BV, Marcus and MHC kinetics
are produced. In particular, for BV, phase separation is sup-
pressed solely due to the inhibitory nature of the reaction. On
the contrary, both CIET models involve not only the contri-
bution of ions at the TS but also the effects of the thermody-
namic state of the system on the electron transfer mechanism
via 110,

Returning to figs. 3(a)-(c), it is apparent that all models pre-
dict suppression of phase separation for I> fc(c) > (. Here
I. corresponds to the critical current (light dashed line) ob-

tained after solving & (cjc, ‘76) = 0. The stability boundary
differs between BV and CIET models as a result of the con-
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Figure 3. Phase stability diagrams for ion intercalation (a)-(c), and film growth (d)-(e), under applied constant current (i> conditions for
different electrochemical reaction models. The light red region corresponds to the linearly unstable region, where phase separation is predicted
to occur. The marginal stability curve is denoted with the light-blue dashed line. For ion intercalation, the black dashed line is used to describe
the boundary of the quasi-solid solution, the region in which the applied perturbation does not have enough time to evolve until the process

ends. The results for Butler-Volmer kinetics are shown in (a) and (d),

_while the results for the ET models are illustrated in (b),(c) and (e).

For demonstration purpose snapshots of the system state at specific ¢/h are shown for the Butler-Volmer model. ET-based models produce

qualitatively similar results.

voluted effects of ion and electron transfer phenomena. More
specifically, those effects are shown in fig. 2(d) where for the
same overpotential BV predicts the largest value of [ =Ipy,
Marcus model has the lowest value on = TM, while MHC
Eredictions u = Iypc) are in between the two other models
Ipy > Iyc > Iy.

The main differences between the models predictions oc-
cur for de-intercalation. Systems following BV kinetics are
predicted to always be unstable when 1 <0, as the process
becomes solo-autocatalytic in the reverse direction>3. This
is not the case for ET models where an extended thermody-
namically stable region is present. The in-situ experiments
performed by Lim et al.!® on the delithiation of Li,FePOy4
showed that under moderate to large charging rates, LFP par-
ticles did not undergo phase separation, an observation that
cannot be explained using BV kinetics?>’0. Combining this
result with the predicted stability diagram for the CIET-MHC
model which shows a thermodynamically stable region upon
charging, fig. 3(b), we are able to say that LFP is a coupled
ion-electron transfer limited material®®. Now, comparing the

results between the two ET models, we conclude that under
smaller values of the applied current, electrons with local-
ized energy levels tend to stabilize even further the system,
fig. 3(c).

For film growth the predicted non-equilibrium phase di-
agrams are very different to each other, fig. 3(d)-(e). For
conciseness we show only the results for one ET model
(MHC) as their predictions are qualitatively similar. Follow-

ing Horstmann et al.*, I.(h) is predicted from & (i; I, ‘76> =

I. In this case, the transition state does not include i ionic ef-
fects such as excluded volume*8. That translates into 97/dh =
0 which makes the stability to be solely determined by bal-
ancing the second term of eq. 6 with the characteristic time
7-! =T Here 7 is the time requ1red to fully deposit an atomic
layer of height Ah = h,+1 hi=1.

Clearly, under constant I the non-equilibrium stability di-
agram produced using ET models coincide with the equilib-
rium thermodynamics one, fig. 3(e). There are two reasons
for this behaViN()r. At first, the changes in the film chemicgl
potential with & are abrupt, leading to large values of dti/dh.
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Additionally, the process attains current values which are lim-
ited by electron transfer, fig. 2(d), resulting in |di/dc| >

o~ -1 ~ ~
7(1/0f) forallhrand .

For BV kinetics, the same thermodynamic stability argu-
ment is true, but the model predicts indefinite large values for
I which is not realistic. This is the main reason Horstmann et
al.** were able to predict suppression of inhomogeneous Li-
O, film growth, fig. 3(d). However, the predictions of fig. 3(d)
do not imply much regarding the reaction mechanism of Li-
O, formation. The linear stability results correspond to the
initial stages of interfacial instability. As in the case of LFP,
large enough current lead to a quasi-homogeneous film profile
because there is not enough time for the instability to grow™*s.
In fact, as shown in fig. 1(c) of* the structure of the ‘homoge-
neous’ film show the existence of some Li>-O, microstructure
on the CNT surfaces*>*®. Thus, it is possible Li;-O, growth
to be electron transfer limited, a fact that is supported by the
experimentally observed and ab-initio predicted curved Tafel
plots”®.

Not only constant 7, but also constant voltage V stabilize an
unstable solution. Fig. 4 shows the predicted phase diagrams
under non-equilibrium conditions for both ion intercalation,
figs. 4(a)-(c), and film growth, figs. 4(d)-(f). Additionally, the
chemical potential i of the products is included (red thick
line) to highlight the departure from equilibrium via 7 (c).

For ion insertion (—V > 1) all models predict suppression
of any instability for a wide range of (—V,c) , figs. 4(a)-(c).
In general, under applied voltage the overpotential varies with
time 77(c) ~ V + i(c) as a result of ¢ (7) = 3 1(7)d7’. When
the solution enters the spinodal region, 1 (c) becomes a de-
creasing function leading to continuously increasing 7], and
thus to increasing 1. This behavior gives an advantage to phase
separating materials for Li-ion battery applications, as under
constant V conditions not only we stabilize their thermody-
namic state but we also achieve higher (dis)charging rates.

From figs. 4(a)-(c), BV kinetics predict more stable ion in-
sertion compared to ET models. Let us consider the case with
—V = 5. For BV the solution starts and remains inside the
thermodynamically stable region for all the values of ¢ along
the process. This is not true for MHC and Marcus models,
though, where the material is predicted to be unstable from
¢ = 0 to approximately ¢ ~ 0.6, and there is high probability
for phase separation. The reason why this happens is under-
stood in terms of the resulting current, which as discussed ear-
lier, changes with increasing c. The evaluated ! using BV un-
derV =—5is always larger than the marginal stability bound-
ary Z(c) shown in fig. 3(a). On the other hand, when the reac-
tion mechanism is associated with electron transfer / falls into
the unstable region, figs. 3(b)-(c), and therefore the solution
tends to phase separate.

The conclusions for de-intercalation (—V < 1) are very
similar to the case of constant current. BV is found to be
unstable for almost all sets of (—‘7, c), while ET models pre-

dict suppression of phase separation. Again, when the do-
nated electron has a single energy the differential negative re-

7

sistance, 91, /A1 < 0, tends to stabilize the system more effec-
tively than in the case of a continuous energy spectrum.

When film growth is driven under constant \7, one is able
to observe very interesting behavior on the resulting phase di-
agrams. In particular, while under constant I the ET stability
was determined solely by thermodynamics, fig. 3(e), here it
is found that homogeneous film growth is stable for a wide
range of applied potentials V. When only localized electrons
participate in the reaction the negative differential resistance
starts playing a more active role in the stabilization mecha-
nism. In fact, as shown from fig. 4(f), there is an interchange
between stable and unstable regions. More specifically, with
increasing driving force the current enters the Marcus inverted
region altering the sign of d1/d[i in eq. 6, and thus turning a
thermodynamically stable growth to an unstable one®3.

The results shown in figs. 3 & 4 correspond to a specific set
of material parameters. Briefly, for the intercalation case large
values of the reorganization energy A tend to induce stability
under constant current conditions, as the reaction activation
barrier E,; ~ A /4kpT increases’*3%33. On the contrary, for
constant V higher values of A destabilize the thermodynamics
solution.

The effects of thermodynamics factors, such as the interac-
tion parameter €, affect the non-equilibrium stability of the
process, fig. 5. In particular, with increasing attractive inter-
actions between ions (large Q values), the area of the unsta-
ble region increases changing the non-equilibrium phase dia-
gram. Of interest is the case of Q = 0 (no attractions) where
the material is essentially in the solid-solution regime (sin-
gle phase). When ions are extracted from the system (I <0)
CIET-ET models tend to destabilize the solution, inducing a
non-thermodynamically favored phase separation?®. This is
caused by the solo-autocatalytic nature of de-intercalation and
has a significant impact on the stability of several materials
like those used in Li-ion batteries. A representative example
is NCM which is known to be a solid solution material®*8!.
However, as it is shown in®2%* for a population of cathode
particles, during de-lithiation the solid solution can be destabi-
lized leading to Li-poor and Li-rich phases. This phenomenon
has been demonstrated theoretically very recently, by using
population dynamics to describe the kinetics on the porous
electrode scale®.

IV. DISCUSSION

The results of the considered ET models stress the impor-
tance of the electron donor density of states on the morphol-
ogy of electrochemical interfaces. In general, it is shown that
the more localized are the electrons that participate in the
electrochemical reaction, the greater the thermodynamic sta-
bility of the process. That means, when the electrons that par-
ticipate in the electrochemical reaction are initially localized,
or reside in low-dimensional materials (e.g. quantum dots),
then phase separation in ion intercalation or island formation
in epitaxial growth is less likely to be observed. Physically,
the reason for stabilization of the interface morphology is that
the more localized, poorly available electrons suppress auto-
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Figure 4. Phase stability diagrams for ion intercalation (a)-(c), and film growth (d)-(f), under applied constant voltage (V) conditions for

different electrochemical reaction models. The light red region corresponds to the linearly unstable region, where phase separation is predicted
to occur. The red line corresponds to the system homogeneous chemical potential. The marginal stability curve is denoted with the light-blue
dashed line. For ion intercalation, the black dashed line is used to describe the boundary of the quasi-solid solution, the region in which the
applied perturbation does not have enough time to evolve until the process ends. The results for Butler-Volmer kinetics are shown in (a) and
(d), while the results for the ET models are illustrated in (b),(c),(e) and (f). For demonstration purpose snapshots of the system state at specific
c/ﬁ are shown for the Butler-Volmer model. ET-based models produce qualitatively similar results.
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Figure 5. Effect of the ion attraction energy on the non-equilibrium phase diagrams for coupled ion-electron transfer. In (a) we control applied
current /, while in (b) we change the applied voltage V.

catalysis and can even lead to auto-inhibitory kinetics, e.g. in sistance?>.

the Marcus inverted region of negative differential reaction re- Our findings demonstrate new ways on tuning interfaces to
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have the desired topology. This is achieved by either control-
ling the driving force (current or voltage) of the reaction in a
time-varying way, or by modifying the density of states of the
electron donor, e.g. by doping. The desired topology for each
application varies. For example, in (electro)catalysis it is de-
sired to grow interfaces that have large surface area, fig. 6(a).

In energy storage via Li-ion intercalation, we want to min-
imize the occurrence of phase separation, as the formation of
different phases on interfaces cause the development of large
elastic stresses which usually lead to fracture or delamination
of the active material, fig. 6(b). Large elastic stresses be-
tween the active material and solid electrolyte may cause loss
of contact, and therefore induce capacity fading in the long-
term operation of the battery. This is the case in all-solid-state
batteries, where inhomogeneous intercalation of Li ions leads
to expansion of the host material, and consequently delam-
ination®®. In commercial Li-ion batteries, the use of phase-
separating materials (e.g. LiFePO4, LiCoO,, Li,Cg) leads to
the formation of interphases during operation. As a result,
elastic stresses due to lattice mismatch develop which cause
electrode particles to crack.

Another example is energy harvesting via light absorption,
where the structure of the interface exposed to light should
minimize the reflection to absorption ratio, fig. 6(c). The ef-
ficiency of light-absorbing devices depends on the manufac-
turing conditions as the manufactured interfaces need not to
be ‘rough’. A characteristic example is the deposition of Cu
on Zn for high-efficiency solar—thermal energy conversion**.
The theory presented herein can be used as a guideline for the
optimal selection of the manufacturing conditions, in order to
produce interfaces with the desired structure.

The same is true in photocatalytic applications, where while
we desire large active surface area, the emitted light can be
reflected, and thus lead to low conversions. There are cases
where parasitic reactions affect the topology of the surface
by forming a passivation film, fig. 6(d), which effectively de-
creases the active surface area and increases light reflection,
respectively. While avoiding the formation of the film is dif-
ficult, we can choose the operating conditions where island
formation is favorable compared to homogeneous film forma-
tion, e.g. by holding the surface voltage to levels that promote
island formation.

Our model is formulated in a general way that implicitly
captures system-environment interactions, e.g. double layer
structure, ion (de)solvation energies, active surface area, etc.,
in terms of a lumped reaction constant. The present theory
provides the basis to understand from first-principles the sta-
bility of interfaces undergoing electrochemical reactions, a
factor which affects the performance of several applications
related to energy harvesting and storage, catalysis, and elec-
trocatalysis.

Finally, the current status of the theory neglects elastic
strain effects, which is particularly important in epitaxial
growth. To include these phenomena, a more complete model
is required that takes into account the formation of disloca-
tions, as well as the spatial dependence of the developed strain
upon film formation. Additionally, the formation of voids, as
well as the diffusion of vacancies underneath the studied in-

terface are expected to affect our stability results. In a future
work, we will develop a general model of multilayer epitaxial
growth using electrochemical reactions that takes into account
the missing aspects of the present theory, and show how to ex-
ploit them to tune the morphology of interfaces.

V. CONCLUSIONS

A comprehensive stability theory is presented to predict the
effects of electron-transfer reaction kinetics in controlling the
morphology of electrochemical interfaces The theory was ap-
plied successfully on two technologically relevant processes,
those of ion intercalation and surface growth driven by elec-
trochemical reactions.

Using the recently developed non-equilibrium thermody-
namics framework for open-driven systems?3, we studied the
performance of different electron transfer models on stabil-
ity of a thermodynamically unstable system. In particular,
we focused on the ubiquitous, but phenomenological, Butler-
Volmer kinetics and on electron transfer models, which in-
clude details of the quantum/microscopic nature of the ma-
terials participating in the process (e.g. density of states of
electron donor, reorganization energy of the electron environ-
ment, etc.).

When ion intercalation is described by coupled ion-electron
transfer kinetics, the process is found to be homogeneous for
a larger set of the applied driving force (current / or voltage V)
with the fractional concentration ¢, compared to the BV ana-
log. On the contrary, ET-limited surface growth is predicted
to always be unstable under fixed current, leading to surfaces
with increased roughness and ultimately to island formation.
This is not the case when V is being controlled, where ET
models show a more complex behavior.
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Figure 6. (a) Growth of Pt nanoparticles on CeO, substrate for applications related to catalysis. The number of electrons that are transfered
during the deposition of Pt particles on CeO, control the structure of the catalytic interface. Figures are adapted from3®. (b) Examples related
to Li-ion intercalation in NCM and LFP. The development of stresses at interfaces between active material and solid electrolyte may cause loss
of contact, and therefore induce capacity fading in the long-term operation of the battery. Figures are adapted from'®80. (c) The efficiency
of light-absorbing interfaces for energy storage depends on the manufacturing conditions. More specifically, it is crucial to maximize the
absorption to reflection ratio. To achieve high absorption to reflection ratio, the interfaces need not to be ‘rough’. Figures are adapted from™*3.
(d) Interfaces used in photocatalysis are desired to have high absorption-to-reflection ratio and large active surface area. There are cases where
parasitic reactions affect the topology of the surface by forming a passivation film. We can operate the process under conditions where island
formation is favorable compared to homogeneous film formation. Figures are adapted from%”.

APPENDIX
Derivation of Stability Criterion

The system is connected to a reservoir of constant temper-
ature T, pressure P,, and number of particles Ny,. The
adsorption process is described by the following conservation
law

dc
ot

where ¢ = N/N,,4 corresponds to the fractional concentration
in the system, j is the mass flux vector and R denotes the ‘vol-
umetric’ reaction rate. Both the flux>? and reaction rates® are
formulated based on macroscopic non-equilibrium thermody-
namics as follows

=_V.j+R (A1)

j=—-M(c)cVu (A2)

R— koe*#?/(kBT) (6#1/(1637) _ eﬂz/(kBT)) (A.3)

In eq.A.2, M(c) denotes the mobility of the species and u
is the chemical potential in the system. The form of eq.A.3
corresponds to the rate of a general reaction of the form

Nr NP
M, = Zsr,iRi My = Z SpJPj
=1 =1
where R; is the reactant i and P; the product j along with their
stoichiometric coefficients s.; and s, ;, respectively. Thus,
the expressions for the chemical potentials shown in eq.A.3

are U = Zﬁ\i 1 SriMi and Uy = leyi 1 Sp,jlj, while the transi-
tion state is described by uf>*. Herein, the adsorption itself
is considered as a reaction, where reservoir species M,.; are
transformed into the adsorbed one M, leading to U; = Uyes
and Up = . It is important to note that eq.A.2 is not obtained
by Linear Irreversible thermodynamics (LIT) because the mo-
bility factor is considered to depend on concentration. While,
the relation may resemble that by LIT, Keizer’> showed that
is derived using macroscopic non-equilibrium thermodynam-
ics which are not constrained to cases near equilibrium?®8°.
Additionally, there may be situations where the mobility can
depend on V¢,

In order to study phase separating dynamics, the gradient
expansion of the corresponding energy functional is consid-
ered to be valid. As the system of interest is held under con-
stant temperature 7., and pressure P, the energy functional
that is minimized in equilibrium is the Gibbs free energy G.
Therefore, G for the whole system is approximated as

Gle,Ve] = /V (gh (c)+ ;K|Vc|2> av (A.4)

where g;,(c) corresponds to the homogeneous (local equilib-
rium) energy landscape and kx is the penalty gradient term,
which is related to the energy required to form an interface
in the bulk solution. This approximation was introduced by
van der Waals’®, in the content of phase transformations and
‘reinvented” by Cahn & Hilliard’3, for studying the spinodal
decomposition of metal alloys. Hence, the chemical potential
U in eq.A.2 is expressed in terms of the variational derivative

of Glc,Vc] as u = %. For the model given in eq. A4, it is
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found that
_ 98
dc

Substituting the flux j and reaction R expressions in
eq.A.1, the evolution equation suitable for describing phase-
separation, diffusion and reaction dynamics is obtained

dc ( g )
— =V [ M(c)cV (—KV c))
at 8(? ([\.6)

+ ke M5/ (keT) (Eum/(km _ eu/(ksT))

—kVZ¢ (A.5)

In particular the term involving % describes the mechanism
of diffusion, ¥V2c the formation of interfaces in the bulk and
R corresponds to the insertion of new particles in the system.

It is better to express eq. A.6 in dimensionless form. To do
so, all lengths are scaled with the largest length of the system
L.y, while the characteristic time is taken to be that of reaction
1z = k; . Also, the energy is scaled with kgT. Therefore
eq. A.6 reads

8c7 1 - B g ) -
=5V ((1 C)V(ac "% ))+R (A7)

Do
l%hk

where Da = % = corresponds to the Damkohler number

and 7p is the characteristic diffusion time 7p = @

In electrochemistry, both the reaction rate and the reservoir
chemical potential are directly related to the current / and the
voltage V, respectively, via algebraic relations. In particular,
I = neR, where n is the number of electrons participating in
the reaction and e is the elementary charge, while V = —%.
Thus, the constant current condition is translated into the fol-

lowing constraint
R, = / RdV (A.8)
v

where R; is the total current imposed on the system 2348

Based on thermodynamics, it is known that once a variable
is imposed on a certain value, then its conjugate one is cal-
culated. Therefore, on the case where the total reaction rate
is controlled, the reservoir chemical potential s is the un-
known variable. On the contrary, in the case of constant volt-
age, U5 1s externally controlled leading to variable reaction
rate R.

In the present section, the stability of an initially homoge-
neous solution with mean concentration ¢ is examined. Thus,
the concentration profile is considered to be of the form

c(X,F) = ¢+ g0 kX

where & corresponds to the dimensionless growth rate of the
perturbation and k its corresponding wave vector. Substituting
¢(X,7) in eq. A.7 and keeping the first order terms in € only,
the following equation for the growth rate results

et 5= (A.9)
c

11

3#}:

t23

and substltutlng 50 + kk? one arrives a

- _OR (Ofy 5\ (M(¢)c;, IR
6——<+Kk)(Dak 8u> (A.10)

Solving for the maximum wavelength, ;6 = 0, it is found

]}max 4 Daf(apﬁﬂ _(E)Cac,uh
2KM(¢)

(9]

Therefore, the critical conditions that should be applied de-
pend on the way of interpreting the result. In particular, con-
sidering always [l . to be the unknown of

6 (];maxa .ares,m E) =0

and by substituting fi,. . in R, one finds the marginal curve
for constant current.

It is important to make some comments on the form of Komas-
It is true that the wavelength does not have imaginary val-

es?? , leading to constraints 1n the form of Kygy. In partic-
ular for M(C)0.fiy, > DakdgR, it is apparent that kg = 0.
By definition, &yR is always negative, leading to the fact that
in the vicinity of the spinodals (d,fi; ~ 0) the phase separa-
tion is reaction- and not diffusion-controlled. Another inter-
esting point is the existence of d.R in the expression for &.
In particular, this term contains the explicit dependence of
the transition state on the concentration, and given its behav-
ior, the stability of the system is affected®®. In general, it is
true that when a solution is thermodynamically unstable, then
d.fiy < 0, leading to spinodal decomposition®!. But for auto-
inhibitory reactions, where d,.R < 0, & will remain stable even
though d.fi;, < 0.
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