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Chord Distributed Hash Table

N-1 O - Objects assigned ids in
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« Using hash function of
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Successor
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Object Lookup in Chord

lookup(“'song.mp3”)
A

stored
on A

Successor pointers used to find
objects

lookup(name, dest):
id = hash(name)
if (id is local):
send object to dest
else
successor.lookup(name, dest)

lookup(“'song.mp3”)



Optimizing lookup

Problem: lookups require up to
M messages, if M peers

Idea: store pointers to
additional peers in “finger table”
Specifically to

2nd, 4th, 8th’ ey 2Iog2M th peers

F 3500... 5.6.7.8
4000
G 4000... 1.2.3.4
6000
I 8000... 2.3.4.5
10000
N ~~ / C 2500... 3.4.5.6
lookup(“scha.mp3”) 3000



Optimizing lookup
Log,M hops

‘ 1244 First step gets you at least 50%

of the way, next step 25%, etc
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J 10000... 4.5.6.7

12000
A 0... 1.2.2.3

3o
C 2500... 3.4.5.6

3000
’ G 4000... 1.2.3.4

lookup(“song.mp3”)

6000



Each hop uses next higher entry in
finger table
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Using Chord

e Objects can be whole files, blocks, or
pointers to files

e Chord used in web-scale file systems,
Akamai-like CDNs, and file-sharing
applications
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Relative frequency of hardware replacement

COM1
Component %
Power supply 34 .8 10,000
Memory 20.1 machines
Hard drive 18.1
Case 114 Pr(failure in
Fan 30 1 year) ~.3
CPU 2.0
SCSI Board 0.6
NIC Card 1.2
LV Power Board | 0.6
CPU heatsink 0.6

Schroeder and Gibson, FAST 2008






Barracuda*® 7200.10

Experience the industry's proven flagship
perpendicular 3.5-inch hard drive

80 GB to 750 GB * SATA 1.5Gb/s or 3Gb/s and PATA 100

Koy Advantages
+ First 35-

perpendicular

rive %0 utilze capacity- and reiability-oosting
atition—enabing

y's most praoven and establshed o
than 16 milon shipped to date*

*0p hard drve avalabe
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mstent read/write performance from the
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rat handing damage

ar-quiet Cperation

* Mainstream PCs

+ Pont-of-sale devices/ATMs

+ USB/FireWire/eSATA personal external storage

Contact Start-Stops 50,000

Nonrecoverable Read Errors per Bits Read | 1 per 10™

Mean Time Between Failures (MTBF, hours)\

Annualized Failure Rate (AFR) 0.34%




Barracuda® ES.2

High-capacity, business-critical
Tier 2 enterprise drives

1 TB, 750 GB, 500 GB and 250 GB - 7200 RPM -
SATA 3Gb/s, SATA 1.5Gb/s and SAS 3Gb/s

Reliability/Data Integrity
Mean Time Between Failures (MTBF, hours) 1.2 million )

Reliability Rating at Full 24x7 Operation (AFR) 0.73%

Nonrecoverable Read Errors per Bits Read 1 sector per 10E15
Error Control/Correction (ECC) 10 bit
Interface Ports

SATA Single

SAS Dual




Pr(Reported Read Failure)
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Disk Age vs. Pr(2 1 Reported Read Failure)

6 12 18
Disk Age (Months)

Bairavasundaram et al.,, SIGMETRICS 2007
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Pr(Unreported Read Failure)
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Bairavasundaram et al., FAST 2008



Replicated Disks

write (sector, data):
write(disk1, sector, data)
write(disk2, sector, data)

read (sector, data):
data = read (disk1, sector)
if error
data = read (disk2, sector)
if error
return error
return data



Technical specifications

Processors 2-16 per node
Intel ltanium processor 9100 series processors, 1.6 GHz single core processors
Cache 12 MB L3
RAM standard/maximum Minimum: 4 GB
Maximum: 16 GB (32 GB’)
RAM type/speed PC2100 ECC registered DDR266A/B
ServerNet |/O Minimum: 10
Maximum: 60
1/O adapters supported Fibre Channel, Gigabit Ethernet
Fibre Channel disk modules 14 disks per module
Disk drives supported 146 GB and 300 GB15K RPM Fibre Channel internal hard disk drives
HP Disk Array family (e.g., XP24000, XP20000, XP12000, and XP10000 disk arrays)
Standard features N + 1 power supplies

N + 1 fans
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