Final Examination in Linear Algebra: 18.06

May 18, 1998 Solutions Professor Strang

1.

(a) zero vector {0}

(by 5—4=1
0
1
(c) zp = 0
0
(d) = =z, because N(A) = {0}.
1.0 00
01 00 7
&) R=10 0 10 :{0]
00 01
10000
11 2-| [1 1 2-| [1 1 O-I
) A=7112, —-U=100 -2} —R={001]¢.
[ 2 2 2J LO 0 OJ LO 0 OJ
The free variable is x5. The complete solution is
2 -1
x:xp+xn: 0 + 29 1
0 0
1 2
(b) A basisis | 1 and 2
2 2

(a) The columns of B are a basis for the row space of A (because the row space is
the orthogonal complement of the nullspace).



11 2
5. (a) A=11 1 2
2 2 4|
(11 1]
(b) B=1|1 11
111 |
110
)C=]-110
00 0
(111
dD=|100
1.0 0

All four matrices are only examples (many other correct answers exist).

6. (a) rank(B) = 1; all multiples of u; are in the column space; the vectors v; — vy and
vz are a basis for the nullspace.

(b) AAT = (vl + upvd)(viul + voul) = wjul + upul since vlv, = 0. AAT is
symmetric and it equals (AAT)%

(uru] + upud) (urut + upud ) = uyul + ugud
(The eigenvalues of AAT are 1,1,0)
(c) ATA = viol + vyvd since ul'uy = 0.

T T T
AMAvy = (nv] + 090, v = 1y

T T T
A AUQ = (7)17)1 + VaUy )U2 = V9.

Since vy, v, are a basis for R?, AT Av = v for all v.
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7. (a) Az=bis |1 0
11

(b) ATAz = ATb is

Then@z% and D =
(c) ATAz = ATb is

1 -1 ~1/6
30 x 1 _ 1/3
0 2| 1 1/2 576
[ 1/v3 -1/v2 ]
(d) Q= L 1/v/3 0 J columns were already orthogonal, now orthonormal

1/vV3  1/V2

8. (a) A=1,1,4. Eigenvectors can be

1 1 1
-1 0 1
0 -1 1

(could also be chosen orthonormal because A = AT)
(b) Circle all the properties of this matrix A:

A is a projection matrix

‘A is a positive definite matrix

A is a Markov matrix

A has determinant larger than trace

‘A has three orthonormal eigenvectors‘

| A can be factored into A = LU |

(c)
(2] 1 1
0 = -1 |+|1
1] 0 1
[ 2] 1 1 4100 4 1
AIOO 0 1100 _1 4 4100 1 — 4100 _ 1
1] 0 1 4100



