Problem 1

18.06 Problem Set 2. Solutions

February 29, 2016

Invert the following square matrices using whatever method you prefer.
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Remarks:

1d) It is a permutation matrix Py, where 7 is a permutation 7 of a set of 6 elements

m:{1,2,3,4,5,6} —{1,2,3,4,5,6},

1 2 3 45 6
351 46 2/

given in two-line form by

z

x
Multiplying a permutation matrix P, times a column vector x = > | will permute the rows of x :

L6

Tr(1) = T3
Px=| T
Tr(6) = T2

Thus, the inverse of Py is P,-1 = PX where P! is the transpose of P;.
le) Note that

1 0O 0 0 O T X1

-1 1 0 0 O T2 —x1 + T2
Ax = 1 -1 1 0 O T3 =| 1 —ax2+x3

0 0O 0 1 -1 Ty Ty — T

0 0 0 0 1 Ts s

Thus, the inverse matrix A~! should act in the following way:

T T1
—T1 + T2 T2
AV py—aetas | = a3
Ty — Ty XTq
L5 L5
Therefore,
L1 L1
T2 T + X1
AL T3 = T3 + o
X4 T4+ T5
Is5 Is
1f) The matrix H with the entries H, ; = zﬂ%l is called a Hilbert matrix. There is a general formula for

computing the inverse of H:



07y = st - ("N () (Y

n—j n—1
where n is the order of the matrix. In particular, it means that the entries of the inverse matrix are all

integer.

Problem 2

The matrix is invertible if and only if its determinant is non-zero. The determinant of a 2 x 2 matrix

det (“ b ) — ad — be.
c d

If the unique negative entry is a or d then det < 0, otherwise det > 0. In any case, the determinant is

not equal to zero, so the matrix is invertible.

Problem 3

Let us look at 3 x 3 case first. Consider as an example

1.0 r ailr a2 a3 a1 +r-a3;r ai2+r-asx aiz+17-as3
Lig(r)A=]10 1 0 ag1 G2 G23 | = ag1 aso as3
0 0 1 asy asz as3 a3y ass ass
ai1 a2 ais 10 r ai1 a2 a3 +7r-an
ALy3(r) = | a2 az asgg 0 1 0 | =] a1 a2 axs+7-a12
as1 as2 433 0 0 1 a1 a32 a3z +7-a13

The above computation can be easily extended to the n x n case.

We see the pattern:

e Multiplication by L; ;(r) on the left results in adding r times j-th row vector to the i-th row vector

while all the other row vectors stay the same;

e Multiplication by L; ;(r) on the right results in adding r times i-th column column to the j-th column

vector while all the other row vectors stay the same.

Using the Gauss-Jordan method we see that

Lij(r)™" = Lij(~r).

Problem 4

Let us divide this large 18 x 18 matrix, which we denote by A, into 9 blocks of 6 x 6 matrices:



Ay A Agg
A= Ay Ay Ay
Az Aszy Asg

Note that Aoy, A3; and Ao are zero matrices. So our matrix is block upper triangular.

The matrices Aq1, Ago, Asz all are almost lower triangular, more precisely, they become lower triangular
after two steps of the Gauss elimination process and the entries on the diagonal are non-zero. Then we see
that detA; =1-2----- 6, detAoy =7-8----- 12, detAy; =13-14---- - 18.

Recall that detA = detAq; - detAgs - detAsz3 =1-2-----18. In particular, this matrix is invertible.

Problem 5

The first solution is the same one as for the third problem in the midterm. Let us show that the span of the

columns of the matrix corresponding to this system of equations is R?'2. Denote the columns by vy, ..., Us12.
512 512

observe that =17 > v; = (1,1,...,1), so for all i we have e; = (517 >_ v;) — v;. Thus, all e; lie in the span of
i=1 i=1

{v;}. Therefore, there exists a solution of this system of equations. Also, by two-out-of-three criterion the
vectors {v;} are linearly independent, so the solution is unique.

There is also a way to solve this system of equations directly by an elimination procedure.



