18.06 PROBLEM SET 5 -SOLUTIONS

Problem 1. (a) The two equations are equivalent to

_OE
-~ oC
=2(C'+ Dz1 —y1) + 2(C 4+ Dzo — y2) + 2(C + Dz3 — y3)

=6C + 2(x1 + 22+ 23)D — 2(y1 + Y2 + y3)

0

and

OB

oD

221‘1(0 + Dz — yl) + 21‘2(0 + Dxy — y2) + 2563(0 + Dz3 — y3)

=2(z1 + 22 + x3)C + 2(27 + 23 + 23)D — 2(x1y1 + T2y + T3Ys3)

0

respectively. Both equations are linear to C' and D, and the system of equation
can be written as

3 1+ 22+ 23| |C _ 1+y2+ys3
r1+x9+a3 23 +2+2%| |D T1Y2 + T2y2 + T3Y3]|

Given A and b, one can check that ATA = [ 3 v1 a2 x?’} and

T+ T2 + T3 x%—i—x%—i—x%

ATb = Y1ty tys holds. Thus, the equation AT A ¢ = A"b on
T1Y2 + Tay2 + T3Y3 D

C, D is just the same as our system of equations obtained in (a). Since E is

minimized when both partial derivatives are equal to zero, C, D minimizes F

when

o8 _or _,
oC oD
3 1+ T + X3 C o Y1+ Y2 + Y3
z1+xo+ay ai+ad+ad] | D] |2iye + zoys + z3ys
C
T _ AT
—A A{D}_A b.

There are various ways to show that A7 A is invertible. You can check that the
two columns of A are linearly independent (x1,x2,x3 are all distinct so that

X1 1
xo | is not a scalar multiplication of |1|) and follow the proof that AT A is
T3 1

invertible when the columns of A are independent, which is given in the page
211 of textbook. Alternatively, you can apply a row operation and check that
two pivots are 3 and x? + 13 + 23 — %(ml +x9+x3)?, where the latter is equal to
$((w1—22)?+ (22— w3)*+ (z3—21)?). This is equal to zero if only 21 = x5 = 3,
which is not true by the assumption. So AT A has two pivots, which implies
that it is invertible.

Once you deduce that A” A is invertible, the rest is simple. You can find that

C] = (ATA)~1ATb, so such C, D exists

FE is minimized when C, D satisfy [ D

uniquely.
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Remark. (Optional) It is not always true that a multivariable function F'
OF _ OF

on variables C, D is minimized when 35 = 95 = 0. There is a famous test that
whether F'is minimized, maximized, etc. — the second partial derivative test, which
is one of important topics covered in 18.02. In our case E = (C+ Dzy —y;1)?+ (C+
Dxy —y2)? + (C + Dxs — y3)?, the Hessian matrix H(C, D) is just equal to 2A7 A
whose determinant is equal to 4((z1 —x2)?+ (22 —23)%+ (23 —21)?). As we have seen
in (c), the determinant is non-zero, and is non-negative since it is a sum of squares.
Hence, the determinant of H(C, D) would be positive at our C, D which concludes
that E is minimized. For more information on the second partial derivative test,

see http://mathworld.wolfram.com/SecondDerivativeTest.html.

Problem 2. (a) Since ¢1,¢2," - , ¢ are orthonormal, we have ¢; - ¢; = 1 for all i
and ¢; - ¢; = 0 for all 4 # j. Thus, we have

2
llerqn + c2g2 + -+ + cuagnl|]” =(c1q1 + c2g2 + - - + cn@n) - (c1qn + c2g2 + -+ - + )

Ggi-a) + Y 2ciei(ai-a5) = )¢
= =1

i=1 1<J
(b) Suppose that there are some real numbers ¢y, ¢, . . ., ¢, such that ciq; + caga +
oot engn =0. We have 0 = |c1q1 + -+ ¢ngn||* = D, ¢2, which forces all ¢;
to be zeroes. Hence, c1q1 +c2g2+- -+ ¢ngn = 0impliesc; = co =--- = ¢, = 0,

so that q1,qo,...,q, are independent by definition.

-1 0
Problem 3. (a) Let the three column vectors bea= | 2 [, b= |2|, and c =
2 1
0 -1
0|. We follow the Gram-Schmidt process on those. We obtain A = | 2 |,
3 2
i 0 ~1 2/3 . i
B=b-2R2A=12|-8|2]|=|2/3|,andC=c—25A-BEB=
1 2 ~1/3
0 -1 2/3 1 4/3
0 =8| 2| —-=t]2/3|=|-2/3|. After rescaling, we have orthogonal
3 2 ~1/3] 4/3
—1/3  2/3  2/3 32 2
matrix Q = | 2/3  2/3 —1/3|,and R=QTA= {0 1 -—1]|.
2/3 —1/3 2/3 00 2
0 -1 4/3
(b) Similarly, we obtain A = |2|, B = [-2/5|, and C = |—2/3|. After rescal-
1 4/5 4/3

=

wN

V5
—3|and R=QTA= |0
2

3 0

3

ing, we obtain Q =

S
oSS

S ©
=
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http://mathworld.wolfram.com/SecondDerivativeTest.html
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Remark. You can see that if you switch the first two columns, the result of
Gram-Schmidt process is changed. However, you can see that the third columns
of both @ are the same. This is not by accident. Recall that C is the error
vector for the projection of ¢ onto the subspace spanned by a and b. Even if
you exchange a and b, the subspace stays unchanged. Thus, the projection of
¢ (unchanged third column) onto the subspace is also unchanged, and so is the
error vector C.

Problem 4. We have

1 2m 1 s
a =— / f(x) cos kxdr = — / cos kxdx
T Jo 0

™

1|1 T 1
== {k sin ka = H(Sin km —sin0)
=0,
1 27 1 ™ )
— f(z)sinkxdr = — sin kxdx
o T™Jo
1 1 1
== [ 7 ¢ oskx} = H(_ cos k7 + cos0)
1
(1= (=1)*
= (1 (1)),
I 1
a =5 | fla)de=35

for k£ > 1. You can also write bk as 0 if k is even and —ﬂ if k£ is odd.



