18.06 Problem Set 9 - Solutions
Due Wednesday, May 2, 2007 at 4:00 p.m. in 2-106

Problem 1 Wednesday 4/25

Do problem 7 of section 8.1 in your book.

Solution 1
1 0 0 0
-1 1 0 o0
A=1|0 -1 1 o0 | :5 x4 matrix
0 0o -1 1
0 0 0 -1
[c¢ O O O O
0 ¢c 0 0 O
C=1]0 0 e¢3 0 0] :5xD5matrix
0 0 0 c1 O
Lo 0 0 0 cs
c1 + c2 —c2 0 0
K =ATCA = 752 cztes —cs 0 : 4 x 4 matrix
—c3 c3+ca —cq
0 0 —Cq4 cq +c5
2 -1 0 0 1
_ -1 2 -1 0 R
When C =1, K = P , Ku= |11,
0 0o -1 2 1
1 4 3 2 1 2
_ =111 -1 _1]3 6 4 2 _ |3
then u = K 1 . K =%|5 4 ¢ 3|:80u= |3
1 1 2 3 4 2

Problem 2 Wednesday 4/25

(a) Show that for n masses joined by (n + 1) springs with both ends fixed and with all spring
constants ¢; = 1, the stiffness matrix is

2 -1 0 0
-1 2 -1 0
K,=10 -1 2 -1

(the n x n tridiagonal matrix with 2’s on the main diagonal and -1’s on the subdiagonal and the
superdiagonal.)

(b) Calculate the determinant det(K,). (Hint: Try to express det(K,,) in terms of det(K,_1) and
det(Kn_g).

(c) Calculate, the inverse matrix K, !, for n = 3,4,5 and try to guess/calculate the answer for
general n.

(d) Find the displacements of the n bodies. That is, solve K,u = [1,....,1]T

Solution 2

(a) Ais (n+ 1) x n matrix such that A;; =1, Aj11; = —1, 0 everywhere else.
Therefore, K,, = ATTA is a matrix such that (Knlii =2, [Kpliiv1 = =1, [Kyplit1,: = —1, 0 every-
where else.

(b) detK, =2 x*detK,_1 — (—1) * (—1) * detK,,_o due to cofactor formula along the first row.



Since K1 = 2, Ko = 3, we can prove that detK,, = n 4+ 1 by mathematical induction.

If n=1,2, then detK,, =n+1

If detK,, = n+ 1 holds for n < m, then K,,11 =2« detK,, — (—1) * (—=1) x det K;p—1 = m + 2.
By mathematical induction, det(K,) =n + 1 for all n.
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Define R,, as follows.

For i > j, [Rn]i,j:%_,_l*ﬁl"i_l_i)*j-

For j > i, [Ry]ij = n%rl % (n 4+ 1 —1) * j because K, is symmetric.

This is the inverse of K,, because

1#£1,n
[Kan]i,j = Z:i?[Kn]im * [Rn]m‘ = 7#1—1 * (2% [Rn]i,j - {Rn]i—l,j - [Rn]H-l,j)
=1if j =4, 0 otherwise.

=1
[KnRul1j = X720 Kl * [Ra]rj = %4.1 * (2% [Rnl1; — [Rnl2,5)
=1if j =1, 0 otherwise.

t=n

[KnRuln,i = Z 20 [Knlny * [Ralrj = %_5_1 * ((=1) * [Rnln-15 + 2% [Rn]n,j)
=1if j =1, 0 otherwise.

(d) u = Ry[1,...,1]7,

. . NIEP R g _
so ur = X elements in kth row in R,, = i=1 W k(ntl1-k)

D=k (n4-1—k)*i 4 _
n+1 n+1 2

Problem 3 Friday 4/27

Do problem 3 of section 6.6 in your book.
Solution 3

If B= M~ AM then MB = AM. Let M = | |
H e B R R A R
This holds for z = 0, y =1, z = 1, w = 0, M = [?

[z y [ 1 —=1]_[1 1][z y PN x+y x+y| _ | z—=z y—w
z w||-1 1] |1 1]|z w z4+w z4+w| | —zxz4+z —y+w

1
0

This holds forx =0, y=1,2=-1, w=0, M = [_01 H

[z y ][4 3]_[1 2|[z w] . [4+2y 3Bz+y | _ [2+22 y+2w
lz w||2 1] [3 4|z w 442w 3z+1w| ~ |3x+4z 3y+4dw

Thisholdsforx:?),y:LZ:_Q?w:Q’M:[(1) (1)



Problem 4 Friday 4/27

Do problem 11 of section 6.6 in your book.

Solution 4

dw/dt = 5w + x, then we can guess w = (w(0) 4 tx(0) + %y(O) + %z(O))em.

This satisfies dw/dt = 5w + = because

dw/dt = 5 % (w(0) + tz(0) + Ly(0) + £2(0))e® + (2(0) + ty(0) + £2(0))e™ = bw + .
Problem 5 Friday 4/27

Do problem 12 of section 6.6 in your book.

Solution 5

Let M =

S Sl - o
S TQ o
—~>a

a
e
i
m P

JM has 1st row=2nd row of M, 2nd row=0, 3rd row=4th row of M, 4rd row=0.

MK has first column=0, 2nd column=1st column of M, 3rd column=3rd column of M, 4th col-
umn=0.

0 a b O e f g h
MK=|) ¢ 1T =gm=1|0 0200
0 ¢ 7 0 m n o p
0 m n 0 0 000

Comparing each side, we can figureout e= f=h =0, m=n=p=0.
.. The 2nd row and 4rd row of M is linearly dependent.
.. M is not invertible.

Problem 6 Friday 4/27
Do problem 20 of section 6.6 in your book.
Solution 6

(a) Let A= MBM~!. Then, A2= MBM *MBM~' = MB?2M~!, so A? is similar to B2

(b) Let A= [8 H,andB: [8 8]

Then, A? = B? =0, so A? and B? are similar, but A and B have diffrent rank, so A and B are not
similar.

3 0

0 4}, so they are similar.

(c)Both matrices are diagonalizable to [

(d) [g g} is diagonalizable, but [g :1.)} is not diagonalizable, so they cannot be similar matrices.

(e)The new matrix is PAP~! where P is permutation matrix Pjs.



Problem 7 Monday 4/30

Do problem 7 of section 6.7 in your book.
Solution 7

44T =3 1]

12

eigenvalues:1,3 with eigenvectors : wy; = [_11//\/\/%}, w3 = [i;g}
110

ATA = [1 2 1]
01 1

1/V2 1/V6 1/V3
eigenvalues:0,1,3 with eigenvectors v; = [ 0\[], v3 = [2/\/6}, vy = [—1/\/3}
~1/v/2

1/vV2 1/vV6  1/V3
V:{ 0 2/V6 —1/\/3}

-1/vV2 1/v/6 1/V3
an=[1]

Avy = [f{%} = 1% uy, where u; = [f{;{%

_[3/v6] _ = [1/v2
Avs = [3/\/6] = /3 % uz, where ug = [1/\/5}
- 1/V2 1/vV2 |1 0 o0 T _ Lz X e
U= [71/\/5 1/@} X = [0 V3 0} Vi= [1?@ —21/){/65 %ﬁ
UsyT — {1 1 0}

0 1 1

Problem 8 Monday 4/30
Do problem 9 of section 6.7 in your book.
Solution 8

A is rank 1, 3 x 4 matrix. Av = ou, so o0 = 12.

Because C(A) has dimension 1, we have only one singular value.
2a 2b 2c 2d
u is in the column space, so we can write A = |22 2b 2c 24| for some a,b,c,d.

a b c d
3a
b
AT Ay = 620 = 0 ATu — ov = xdvATu = gc —a=b=c=d=2.
3d
4 4 4 4
cA=14 4 4 4
2 2 2 2



Problem 9 Monday 4/30
Do problem 10 of section 6.7 in your book.
Solution 9

Suppose A is a m x n matrix. Notice that since the columns are orthogonal, they are linearly
independent, so the rank of A is n and n < m.

AT A = diag(0?,03,...,02)

and eigenvector matrix for diagonal matrix diag(o?,03,...,02) is Inxn = V.

¥ =diag(o1,02,...,0p) augmented by (m —n) x n 0 matrix in the bottom.

U has columns such that o;u; = Av; = w; — u; = U{lwi. (0 #£0)

U is a matrix whose ith column is U%_wi for i < n. For ¢ > n, choose and orthonormal basis for the

nullspace of A.

Problem 10 Monday 4/30
Do problem 15 of section 6.7 in your book.
Solution 10

(a)If A=UXVT then 44 = U  (4X) * V. Here, SVD changes (U, %, V) — (U,4%,V).
(b)If A=UXVT, then AT =V %« UT. Here, SVD changes (U, %, V) — (V,3,U).

If A=USVT, then A= = (VD) Lx 2 tx Ul =VE-15UT.

Here, SVD changes (U, %, V) — (V, 271, U).



