18.06 Problem Set 9

SOLUTIONS

1. Section 6.4, Problem 4
1 2
-0 =L
Answer: QQ = 5 [ 9 _q }
2. Section 6.4, Problem 6

Answer: Q = [ _'86 g ] or Q = [ _68 g ] or exchange columns.

3. Section 6.4, Problem 10

Answer: If z is not real then A = 27 Az/x"x is not necessarily real. Can’t assume real
eigenvectors!

4. Section 6.4, Problem 14

Answers: Skew-symmetric and orthogonal; A = i,4, —i, —i to have trace 0.

5. Section 6.4, Problem 25

Answers: Symmetry gives QAQT when b = 1; repeated \ and no S when b = —1; singular
ifb=0.

6. Section 6.4, Problem 27

Answer: Eigenvectors (1,0) and (1,1) give a 45 degree angle even with AT very close to A.

7. Section 6.5, Problem 7

1 2 6 5 233
Answer: ATA = and ATA = are positive definite; ATA= | 3 5 4
2 13 5 6
3 45
is singular.
8. Section 6.5, Problem 9
4 -4 8
Answers: A= | —4 4 —8 | has only one pivot = 4; rank of A is 1; eigenvalues of A
8§ —8 16

are 24,0,0; det A = 0.



9. Section 6.5, Problem 15

Solution: Since 27 Arx > 0 and #7 Bx > 0, we have 27 (A+ B) = 2 = 2T Az + 27 Bx > 0 for
all x # 0. Hence A + B is a positive definite matrix.

10. Section 6.5, Problem 20

Answers: (a) The determinant is positive, all A > 0;

(b) All projection matrices except I are singular (because for all such matrices there is a
non-zero vector whose projection is 0);

(c) The diagonal entries of D are its eigenvalues;

(d) —I has det = 1 when n is even.

11. Section 6.5, Problem 28

Answers: det A =10; A\ = 2,5; x1 = (cosd,sinf), x9 = (—sinf, cosh); the N's are positive.

12. Section 10.2, Problem 14

Solution: If UU = I then U1 (UH)~! = U=} (U1)H# =T so U~! is also unitary. Also
(UWHUV = VHEUHUV = VHV =1, 50 UV is unitary.

13. Section 10.2, Problem 16

Solution: (27 AH)(Az) = ||Az||? is positive unless Az = 0; with independent columns

Az =0 means z = 0. Thus 27 A# Az > 0 for 2z # 0, and AH A is positive definite.

14. (a) The eigenvalues of A are A\;o = 3,—1, and the corresponding eigenvectors are
vy = (1,1) and v = (1,—1). Thus we have

S HEY R

At _ 1 1 e3t 1rr 1 1 et et et —et
1 -1 et ] 211 1] 2et—et Styet |
(b) From the eigenvalues and the eigenvectors of A obtained in the previous part we get two
independent solutions to v’ = Au: u; = e3v; and ugs = e *vy. Thus

e3t et
(I’(t) = [ et ot }

is a fundamental matrix. Normalizing, we get

_ et et 1 1 TSt et et
et = On(t) = O(1)-(2(0)) t= [ o3t ot ]<[ 1 1 ]) =3 [ Bt _ o=t g3t 4 ot



2 2
2 2

2 217 [8 8] [22]° [32 3] [22]° 1[4 4
2 2 |88 [2 2] [323)] [22] 24 4"

(c) Decompose At = Bt — cIt = [ ] t — It. We have

I 4k 4k 5 4t 1 e4t -1 4t 1 €4t +1
k=1
and
At B —rn 1[efr+1 et—1 et 1[ edt et e3t—et
e =e€ € =5 At At -t | =35 3t —t 3t —t
21 e 1 e*+1 e 2 e et +e

(d) Plugging in ¢t = 1 and ¢t = 2, we have

4 1[ed4e!t e3—et o4 1[ef+e? e —e2
e =3 3 -1 .3 -1 | =35 6 -2 6 -2 |-
21 e’ —e e’ +e 21 e’ —e e’ +e

The second matrix is the square of the first, as can be checked by direct computation.



